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2. Potential Functional Importance of Fast
Dynamics

2.1. Kinetics and Thermodynamics of Structural
Ensembles
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ensemble), and the rates of interconversion between the
different conformations (kinetics of the ensemble).
Dynamics (or molecular motion) is the process of inter-
conversion between conformational states. However, the
prevalence of any particular motional mode depends not only
on the relevant energy barrier (intrinsic rate constant for the
event) but also on the population of the starting conformation.
Therefore, studies of protein “dynamics” offer information
about both the time scales of motions and the population
distribution of conformational states, that is, both the
thermodynamics and the kinetics of the ensemble. In this
paper we will use the term “dynamics” in this broader sense.
The energy barriers separating different conformations of
a protein can vary dramatically, so interconversion between
states can be as fast as a few picoseconds (for librations and
rotations of small, relatively unhindered groups) and as slow
as many seconds (for large conformational rearrangements
such as unfolding}? In this paper, we focus exclusively on
the fast (picosecond to nanosecond) motions, with particular
emphasis on the protein backbone; several other papers in
this issue discuss the dynamics of side-chain groups and/or
protein motions on slower time scales. Most of the chemical
reactions and interactions of proteins occur on time scales
much slower than nanoseconds. Nevertheless, it is possible
that fast time scale dynamics underlie some of these slower
fluctuations (vide infra). Moreover, the thermodynamics of
protein-ligand binding and of large conformational rear-
rangements (equilibria between two distinct conformational
ensembles) depend on the population distributions of sub-
states within these ensembles. Consequently, studies of fast
time scale dynamics can provide information relevant to both
the kinetics and the thermodynamics of protein function.

2.2. Importance of Conformational Entropy

In many biochemical studies, a goal is to understand and/
or manipulate the positions of equilibridoetween free and
bound states, between reduced and oxidized forms, between
folded and unfolded ensembles, between ground states and
transition states, etc. These equilibria are influenced by a
large number of physicochemical factors such as strain
energy, hydrogen bonding, chargeharge and other elec-
trostatic interactions (including dispersion forces), the in-
teractions and structure of the solvent, solvent entropy,
etc}’21 An important additional factor is the intrinsic
conformational entropy of the protein molecule, which
represents the distribution of conformational states discussed
above!!12222High conformational entropy indicates a larger
number of states or a more evenly distributed population,
whereas low conformational entropy represents few states
or unequal distributions.

Consider for illustrative purposes an idealized protein

It has long been recognized that the chemical properties molecule containing 100 amino acid residues, each with three
of proteins are intimately related to their internal molecular accessible conformations, and assume that all conformations
structures. In the classical “lock-and-key” model of molecular are equally likely and independent of each other. The
interactions;>1® it is implicitly assumed that each protein conformational entropy of the free state will Beln(3).
molecule has a static internal structure. This assumption islf, upon binding to a ligand, 5 of the 100 residues completely
incorrect. In fact, proteins (and other biomolecules) exist as lose their conformational freedom, the conformational en-
complex ensembles of structural states (conformations) thattropy of the bound ensemble will bR In(3%), so the
are continuously interconverting due to thermal fluctuations. conformational entropy will have decreased Ryn(3°) or
Only a subset of these structures is competent for any~3.2 kcal mol? at 25°C. This will decrease the association
particular function (catalysis, ligand-binding, etc.) so the equilibrium constant by a factor 8240 relative to its value
observed (bulk) functional properties of the protein are a if no conformational freedom has been lost. Thus, confor-
manifestation of the functional properties of each competent mational entropy can potentially have a substantial effect
state, the populations of these states (thermodynamics of theon binding affinity, and any attempt to predict or rationalize
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binding constants or protein stability should take this into substantial correlated internal motions. One scenario is that
account if possible. it is physically impossible to accomplish well-defined
The literature reviewed in section 4 (vide infra) clearly secondary and tertiary structure (a functional folded state)
indicates that substantial changes in fast time scale dynamicsvithout packing groups against each other such that their
can indeed occur when a protein binds to a ligand or for motions become interdependent. This is a reasonable pro-
certain other changes in the state of the protein. A major posal, but at present we do not know whether it is correct.
goal of NMR dynamics studies is to evaluate the thermo- Indeed, it could be the case for certain folds but not others.
dynamic importance of these changes, that is, to convert theThe second possibility is that the coupling of internal motions
NMR observables to a measure of conformational enttdpy. has a favorable influence on protein function, which might
Section 3.7 describes several approaches to accomplishingverride the negative selective pressure associated with
this and discusses the limitations of these methods. Oneentropy reduction. It is important then to consider what types
limitation is that the conformational entropy of the system of functional properties might be reliant on coupled internal
depends not only on the motions of each group but also onmotions of proteins. We discuss several possibilities below.

the coupling between motions of different groups in the e first propose a way in which coupled motions could
protein. For this reason, as well as others discussed belowprovide a thermodynamic driving force in favor of binding.
another major goal of NMR studies of fast dynamics is to The above discussion of the relationship between confor-
characterize the relationships between the motions of dif- mational entropy and binding focuses on the case in which

ferent groups within protein structures. binding reduces the number of conformational states acces-
, sible to a protein, originally referred to as “configurational
2.3. Coupled or Correlated Motions adaptability®® but subsequently dubbed “induced fit” bind-

In the illustrative example presented above, we concluded N9- Imagine, however, that the motions of certain residues
that immobilization of five amino acid residues each with N @n unbound protein are strongly coupled but that binding

three accessible conformational states was associated WitHnterferes with the cou_phng me(_:hamsm. In _th|s case, althqugh
a reduction in conformation free energy-e8.2 kcal mot some of the residues involved in the coupling network might

at 25 °C. However, we assumed that each of these five become immobilized upon binding, others might be “re-

residues was moving independently of the others. Now '€aséd” from the coupling network undergoing increased
consider the situation if the motions of these residues were motions and therefore contributing favorably to the entropy

tightly coupled with each other: that is, a change in ©f Pinding. Depending on the details, this could cancel or
conformational state of one residue would be linked to a V&N outweigh the entropic penalty of induced fit binding.
change in conformational state of one or more other Thus, the disruption of a dynamical coupling network is a

residue(s). For example, the five residues might consist of POSSiPle mechanism to promote ligand binding
two groups, one of three residues and the other of two Coupled motions could also be involved in regulating
residues. Within each group the motions of the different allosteric (or cooperative) ligand binding by a protein, the
residues might be tightly synchronized, but the two groups thermodynamic linkage of binding two ligand molecules at
of residues might be independent of each other. In this different sites’? If the motions of groups in the two sites
situation each coupled group mfesidues would have atotal were coupled, either directly or through an intervening
of only three conformational states (nd).3instead of the ~ network of other groups, then binding at one site might
number of conformations lost upon binding beiffd=3 243), change the distribution of conformations at the other'Sité.
it would now be only 3(= 9), with an associated free energy If the dynamical coupling resulted in both binding sites
cost of only 1.3 kcal mott. Although this reduction in accessing binding-competent conformations simultaneously,
conformational entropy will still affect the association then the binding at one site would increase the population
equilibrium constant for binding, the influence of this term of binding-competent conformations in the second site,
is much less substantial than if the motions of the im- resulting in positive binding cooperativity. Alternatively, the
mobilized groups were independent. Thus, to obtain accuratelinkage of binding competent conformations at one site with
estimates of conformational entropy, it is essential to honcompetent conformations at the second site would give
determine whether coupled motions exist. rise to negative cooperativity. Finally, the binding at one site
One can consider the question of whether coupled motionscould potentially disrupt the coupling mechanism, with the
exist from a teleological perspective. Most proteins are effect at the second site depending on the change in the
marginally stable; typically only-5—15 kcal mot.separate ~ structural ensemble at this site.
the native and denatured ensemBfe8 Although denatured In addition to influencing the thermodynamics of binding,
proteins are not completely without structural oréfef8 it it has been proposed that coupled motions on picoseeond
is reasonable to assume that most residues move indepenaanosecond time scales can influence the kinetics of enzyme-
dently of each other if they are separated by more than acatalyzed reaction¥:3¢ This is at first counterintuitive
few residues in the primary sequerfée-ormation of the because turnover rates for enzymes typically occur on much
native state unavoidably involves loss of many degrees of slower time scales, for example, milliseconds. How can
freedom. However, the introduction of coupled motions will motions occurring on a time scale of picoseconds regulate
cause an additional reduction in the conformational entropy chemical reactions occurring with rate constants in the
and hence the stability of the native ensemble. This reductionmillisecond regime? This can be understood in terms of the
could easily be large enough to tip the equilibrium in favor theory of “near-active conformations” (NAC%)This theory
of the denatured ensemble. Therefore, we might expectpostulates that the intrinsic turnover rate of an enzykng,
evolutionary pressure to have selected natural folded (stable)is related to the frequency (or probability) with which the
proteins in which there are relatively few coupled motions. enzyme populates conformations that are competent to
Counter to the above argument, there are two situationscatalyze the reaction (NACs). The NACs might be quite rare,
in which we might expect proteins to have evolved with and they might occur only when each of several functional
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groups in the enzyme moves into the appropriate position fast dynamics in proteins; these are discussed in the section
relative to the substrate. Therefore, the probability with which 5 of this review.

NACs are attained is related to the probabilities with which

each of the necessary groups occupies the appropriates niIR Relaxation Methods for Characterizing
conformation. If the groups move independently, then the Fast Dynamics

NAC probability will be the product of the individual

functional group probabilities. Even if the individual groups In this section we discuss the methods that are most
move rapidly, the NAC probability could be very low, commonly used for the analysis of fast backbone dynamics
resulting in slow catalytic chemistry. This is akin to the jn proteins. The physics relating nuclear magnetic relaxation
interference of two high-frequency sound waves, which gives to molecular motion is quite Comp|exl SO a thorough
rise to a resultant wave the amplitude of which oscillates at discussion of the topic requires presentation of rather

a much lower frequency (“beat frequency”) than that of either complicated mathematical relationships. In an attempt to
of the two underlying oscillations. On the other hand, if the make this section more readable and accessible to biochemi-
motions of two active site functional groups are appropriately cal researchers, we present most of the necessary equations
coupled, the NAC probability will no longer be the product jn several tables and use the text and figures to highlight
of the individual functional group probabilities, but will  the key features of the relationships in conceptual rather than

instead be higher, resulting in more efficient catalysis. Thus, rigorous mathematical terms. Much of the relevant physics
it is not difficult to imagine that natural selection may have has been presented in previous reviéws.

yielded enzymes in which coupled motions occur at the
active site. Similarly, the kinetics of multisubstrate or 3.1. Nuclear Magnetic Relaxation and Its
allosterically regulated enzymes might be regulated by pafasi ; ;
. . . > T oIYS Relationship to Dynamics
dynamical coupling between the different binding sites.

A special case in which fast time scale dynamics have In any modern NMR experiment, the bulk magnetization
been implicated in enzyme function is the class of enzymes of the sample is perturbed from its equilibrium state (along
that catalyze electron or proton transfer by using quantum the z-axis, parallel to the permanent magnetic field), and the
tunneling mechanisms as opposed to thermally crossingemitted signal is observed as the sample returns to equilib-
classical activation barriers. In these enzymes the efficiencyrium. Relaxation is the process by which nonequilibrium
of tunneling is extremely sensitive to the distance between magnetization returns to the equilibrium state (or transforms
the original and final positions of the tunneling partigle.  to another nonequilibrium state). Considering that there are
Consequently, molecular motions that modulate this distancemany different nonequilibrium states (different nuclei, in-
have a substantial influence upon tunneling réte¥. In phase versus anti-phase, single- versus multiple-quantum,
addition, molecular motions can potentially influence the etc.), there are many corresponding relaxation processes that
mechanisms through which tunneling occtirk.is clear that could potentially be measured. In studies of backbone NH
efficient tunneling could be promoted by the simultaneous group dynamics in proteins, it is typical to measure e
movement of two or more groups (especially the origin and longitudinal relaxation rateR; = 1/T;), the in-phase**N
destination groups), so synchronization of fast motions could transverse relaxation ratBf= 1/T,), and the heteronuclear

potentially influence the rate of tunneling. nuclear Overhauser effecf'd} —°N NOE). Several ad-
ditional parameters are also described below in reference to
2.4. Summary specific applications. All of these parameters are typically

) , ) . . measured using two-dimensional (HSQC type) experiments
The above discussion lays out a variety of ways in which 5 which the intensities of peaks are modulated as a function

fast time scale dynamics could influence the interactions andf 5 time delay placed at a point in the sequence when the
functions of proteins. However, until recently the only rejevant relaxation process is active.

experimental techniques available to characterize these
motions did not provide sufficiently detailed or reliable
information to assess the functional importance of the
motions?! This situation has now changed. A “revolutié®”

Each observable relaxation process involves transitions
between quantized magnetic energy levels. Such transitions
are stimulated by magnetic fields that oscillate at the
transition frequencies. Thus, the relaxation rates are deter-

(sic) in the study of fast protein dynamics by NMR . S ) .
; . _mined by the likelihood that the relevant nuclei experience
spectroscopy has been stimulated by two important develop appropriate oscillating magnetic fields. Such oscillating fields

ments. First, Lipari and Szabo constructed a new theoretical. tei It f h s of i lei
framework for representing the relationship between fast " Prot€ins resuft irom the movements of magnetic nuclel
dynamics and heteronuclear NMR relaxation rdes. r_elat|ve to each other or relative to the overall permanent
Second. Kav et al. developed ; tal thods t field of the NMR magnet. Consequently, relaxation is

-, fay €t al. developed expenmernta  methods to tely sensitive to molecular motion
determine the necessary relaxation parameters using b|osyn‘—axqUISI y ) _ . )
thetically isotope-labeled proteins afid-detected hetero- For the two heteronuclei of primary interest in terms of
nuclear correlation spectfaThese and a series of subsequent backbone dynamics studie¥)C and **N, there are two
extensions and developments (discussed in section 3) havélominant mechanisms by which molecular motion on the
made it possible to characterize the internal motions of Picosecond to nanosecond time scale influences magnetic
proteins at an unprecedented level of detail. Moreover, the relaxation, dipole-dipole interactions, and chemical shift
application of these methods to numerous proteins (reviewedanisotropy (CSA). We present here a brief conceptual
in section 4) has vastly increased our knowledge of high- description of each mechanism; for a more theoretical
frequency motions in proteins and has revealed a number ofdiscussion we refer readers to the excellent review by Fischer
cases in which these motions appear to play a functional €t al’
role. Nevertheless, there remain several important challenges The dipole-dipole mechanism results from the fluctuating
in unequivocally identifying the functional consequences of interaction (coupling) between a pair of magnetic nuclei as
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Table 1. Rotational Correlation Functions C(t) for Various Motional Models Discussed in the Text

motional model rotational correlation function eq
isotropic molecular tumbling with no internal motibn Ct) = i;L) g Um 1
slow isotropic tumbling with faster isotropic internal motiéfs Ct) = % e " 2
slow isotropic tumbling with faster, spatially restricted internal motiohs C(t) = % S % - 32) e lr 3
axially symmetric tumbling with no internal motién C(t) = %Al e+ %Az el (%)A3 gl 4

21y is the overall correlation time of the molecdfe? 7% = 7,** + 7.7 %, wherere is the effective internal correlation time of the-Xl bond
vector?s ¢ 2 (the squared order parameter) is a model-independent measure of the degree of spatial restriction of internal motier-olbtmel X
vector#> 4The coefficients are defined @ = (0.75) sirt a, A, = 3 sir? o cos a, As = (1.5 cod o — 0.5, in which a. is the angle between the
X—H bond vector and the unique axis of the principal frame of the diffusion tensor. The time constants are defired4i3, + 2Dp) %, 7, =
(D) +5Dp)~%, andzs = (6D) %, whereD, andDy, are rotational diffusion constants around the unique (parallel) and perpendicular axes, respectively.
In some cases the diffusion constants are presented as an effective isotropic diffusion @gstarft/s)D; + (%3)Dy or correlation timery, =
(6Disg)* and the ratio of parallel to perpendicular diffusion constabtgy).”?

the internuclear vector rotates relative to the permanent Molecular motions can be exceedingly complex. Thus, a
magnetic field. Consider a pair of bond®dl andH nuclei very large number of parameters would be required to
in the backbone of a protein in an NMR magnet. As the accurately describe their time scales, amplitudes, and direc-
15N—1H bond vector rotates, due to either molecular tumbling tionalities. Considering that it is generally not practical to

or internal structural fluctuations of the protein, the magnetic observe more than a handful of relaxation parameters for

field that the'H nucleus induces at the position of tH&l each nucleus and that observable relaxation parameters are
nucleus will vary. If this field fluctuates at the appropriate not sensitive to all molecular motions, obtaining a full
frequency, it will induce relaxation of thé&N nucleus?® description of molecular motions is not feasible. Therefore,

Importantly, the strength of the dipolar coupling is extremely the three approaches discussed below all provide limited but
dependent on the internuclear distance, so the attached protostill useful views of the motions of nuclei within proteins.

dominates over all other nuclei in effecting the dipolar The spectral density mapping approach yields accurate
relaxation of a protonatetN nucleus. information about the prevalence of motions at each of a

The CSA relaxation mechanism results from the fluctuat- Imited number of frequencies, but not much insight into the
ing magnetic field that is experienced by a nucleus due to nature of these motions. The model-free approach separates

variations in shielding from the permanent magnetic field. the Qverall tumbling of the proteir_l molecule from t_he internal
Again, consider a protonated backbone aniitké nucleus motions of each group and provides a useful estimate of the
in a protein. As the molecule tumbles or the rigid amide d€gree of order at each site. However, this approach makes
group oscillates relative to the remainder of the molecule, certain assumptions abqut the_ frgquency-deper_]dence of both
the 5N nucleus is shielded to varying extents. The fluctuation "ternal and overall motions, limiting the potential accuracy
of this shielding can induce relaxation of th&\ nucleus. ~ ©f thé method. The final approach discussed assumes a
Because the chemical shift of theN is dominated by the specific m(_)t|0nal quel, allowing a very precise description
amide group in which it is located, this relaxation component E\gtgg CTS;'SS |Sn 23322 nafl tlh ethper(r)]?gg é?_f?é( g gngogiﬁ ?]Causr?)?é'n
can again be expressed in terms of the fluctuations of the By . ;

NH bgnd vector.pBothBC and N, the nuclei of primary by far the most popular, although spectral density mapping

interest in protein NMR relaxation studies, have considerable has often been applied in cases for which the assumptions
Stinp . ’ of the model-free approach are inappropriate. The analysis
contributions to relaxation from CS#&.

- ) of dynamics in terms of specific motional models has not
In addition to the above two mechanisms, the measuredpeen widely applied.

transverse relaxation rate constdry) can also be influenced

by conformational exchange. During the variable delay 3.2. Correlation Functions and Spectral Density

period forR, measurements, the magnetization is transverse Functions

and is typically repeatedly refocused using a series of 180

pulses separated by a shortl(ms) delay. If thé*N nucleus The most general approach to rigorously describing the
exchanges between different conformations on the time scalerotational motions of a bond vector (e.g., NH group) is to
of this short delay (microseconds to milliseconds), then the define a time-dependent rotational correlation funcgt),
resulting chemical shift change can lead to dephasing of thea measure of the probability that a bond vector has the same
transverse magnetization, which is observed as appBent position (angle) relative to the permanent magnetic field at
relaxation. In the model-free approach discussed in this arbitrarily defined time zero and a later tih€This function
review, this exchange contribution ® (designatedRe,) can decays from a value of one-fifthatt = 0 to a value of zero
often be identified, but its detailed physical interpretation at infinite t, but the shape of the function between these
remains obscure. If the microsecond to millisecond motions extremes defines the likelihood of motions on differtmte

are of primary interest, the powerful relaxation dispersion scales Several simple examples are given in Table 1 and
experiments can be applied to characterize the time scalesFigure 1. If a bond vector rotates isotropically with a single
of these events and the populations of the exchangingcharacteristic time scale, the correlation function is a single
conformations; readers are referred to the recent review byexponential decay. This would be the case for a rigid NH
Palmer for a discussion of these methéts. bond vector within an isotropically rotating protein, in which
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Figure 1. Graphical representations of the rotational correlation functions listed in Table 1: (a) isotropic tumbling with one characteristic
time (tm, = 10 ns), simulated using eq 1; (b) slow isotropic tumbling £ 10 ns) with hypothetical fasterd= 100 ps) isotropic internal
motions, simulated using eq 2; (c) slow isotropic tumblimg € 10 ns) with faster#, = 100 ps), spatially restricted isotropic internal
motions simulated using eq 3 aiffl values of 0.2, 0.5, and 0.8, as indicated; (d) axially symmetric tumbling simulated using eq 4 for
o = 45°, 1, = 10 ns, andD, /Dy, values of 0.2 (labeled “oblate”), 0.5, 1, 2, and 5 (labeled “prolate”).

case the characteristic time scale is the rotational correlationgive the spectral density functialfw); note that this is the
time of the moleculer,; this correlation function is shown  same transformation used to convert time domain NMR data
ineq 1 (Table 1) and Figure 1a. If the bond vector is subject (free induction decays) to frequency domain data (spectra).
to isotropic motions at two different characteristic time scales The spectral density functions corresponding to the four
[e.g., relatively slow isotropic overall motions (time scale simple correlation functions discussed above are given in
Tm) and faster isotropic internal motions (effective time scale Table 2 (eqs 57 and10) and presented graphically in Figure
Te)—a hypothetical situation], then the decay is a single 2; Table 2 also lists several additional spectral density
exponential with a decay constant dominated by the fast functions that are discussed below.
motions ¢! = ! + 7oL eq 2; Figure 1b). If the faster In panels ac of Figure 2 we have labeled the spectral
time scale is spatially restricted (not isotropic), then the fast densities at three critical frequencies (f&N—'H bond
decay phase accounts for only a fraction of the total decay vectors) discussed below: a frequency of zero (i.e., very slow
of C(t), as shown in eq 3 and Figure 1c; in these relationships motions), the Larmor frequency of theN nucleus (60 MHz
the degree of spatial restriction is represented by the squaredn a 14.1 T magnet), and the Larmor frequency of He
order paramete® (0 < & < 1). Finally, if there is no nucleus (600 MHz on a 14.1 T magnet). For the spectral
internal motion but the overall motion is axially symmetric density function representing isotropic rotation of a protein
rather than isotropic (e.g., a rigid NH group within an (Figure 2a), the value of the spectral density function at the
elongated protein)C(t) depends on the time scales of low frequency is much larger than those at #id or H
motions about axial and orthogonal axes as well as the angleLarmor frequencies. For the model dominated by internal
of the bond vector relative to these axes (eq 4; Figure 1d). motions (Figure 2b), the high-frequency spectral densities
The correlation functions discussed above can be readilyare comparable to th#0) value. For the model representing
related to simple models for rotational motions of bond restricted internal motions (Figure 2c), the relative magni-
vectors and are particularly well suited to separating motions tudes of high- and low-frequency spectral densities are
that occur on substantially different time scales (e.g., overall dependent on the degree of motional restricti&i. Finally,
tumbling versus internal motions). However, the measurable panels &f of Figure 2 indicate that, for axially symmetric
relaxation parameters are more easily understood in termsoverall motions, the spectral density functions are dependent
of the probabilities of motions at specifiequenciesather on the ratios of diffusion rates around unique and perpen-
thantimes Therefore, it is convenient to redefine correlation dicular axes (different curves within each panel) and also
functions on a frequency scale, which is readily achieved on the angled) between a bond vector and the unique axis
by Fourier transformation of the correlation functiG(t) to (different panels).
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Table 2. Spectral Density Functions)(w) for Various Motional Models Discussed in the Text

motional model spectral density functialfe) eq
. . . . . _2 Tm
isotropic molecular tumbling with no internal motfn Jw) = 57, 2 5
1+ (wr,)

slow isotropic tumbling with faster isotropic internal motiéns J(w) = 2 ;2 6
S\1+ (wr)

slow isotropic tumbling with faster, spatially restricted internal motions Hw) = 2 SZTm n a- Sz)r 7

(“original” model-free formalisnd 5\1+ (wrm)2 1+ (wr)z
g

“simplified” model-free formalism#, < 1) with isotropic tumbling Jw) = 2(_ 2 8
S\1+ (wr,)?

“extended” model-free formalism (two time scales of internal motion) o) = 2 SZTm n (SZ)T's 9

with isotropic tumbling 51+ (wrm)2 1+ (wr’s)z

23 Tj

axially symmetric tumbling with no internal motidn J(w) =- ZA‘ _— 10
SE 1+ (wr)?
2 3 Sztj 71— )

“original” model-free formalism with axially symmetric tumblifig Jw) =- ZA' + 11
S 1+ (o) 1+ (1)
22 T

fully anisotropic tumbling with no internal motién Jw)=- ZA] EEE— 12
5& \1+ (or)?
2 5 Szrj 71— 53]

“original” model-free formalism with fully anisotropic tumblifig Jw)=- ZA’ + 13
S 1+ (o) 1+ (01)?

aThese spectral density functions correspond to the four correlation functions listed in Table 1. Symbols are defined in the footnotes to Table
1. > Symbols are as defined for the “original” model-free formali§mhe generalized squared order parameter is definéfl asS2S?, in which
S 2 is the squared order parameter for fast time scal0(ps) internal motions an®? is the order parameter for slow internal motions occurring
on a time scales longer than~500 ps. The reduced time constatts defined as®) ! = (zm) * + (79 1. ¢ Most symbols are as defined for the
case of axially symmetric tumbling with no internal motion. In addition, this equation contains the internal motional parathetedsd) and
three reduced time scales definedris= 7j7/(7; + 7). ® The coefficients are defined @ = 6nfn? A, = 61°n%, As = 61", Ay =d — e As =
d + e in whichd = [3(1* + m* + n*) — 1]/2 ande = [03I* + 6nPn? — 1) + 6,(3m* + 61°n? — 1) + 53n* + 612n? — 1)]/6; |, m, andn are the
direction cosines of the XH bond vector with respect to the diffusion axasy, andz, respectively;0; = (Di — D)/(D? — L?)*2 D,, Dy, and
D, are the diffusion constants around the three principal &Res;(%/s)(Dx + Dy + D,); andL? = (}/3)(DsDy, + D,D, + D,D,). The time constants
are defined as; = (4Dx + Dy + D)%, 12 = (4Dy + Dy + D)%, 73 = (4D, + Dx + Dy) %, 74 = [6(D + (D? — LAY, andts = [6(D —
(D2 — L3)¥9] % and the reduced time constants are defined as 7jze/(z) + 7).”

3.3. Spectral Density Mapping and Reduced unambiguously evaluate the five unknown spectral density
Spectral Density Mapping values for each bond vector from the three most commonly
measured relaxation parameters; at least five independent
Relationship of Relaxation Parameters to Spectral Densi- parameters would be needed.
ties Considering that the correlation function and corre-  Fyll Spectral Density MappingTo overcome the latter
sponding spectral density function are the most general waysjimitation, Peng and Wagner developed the spectral density
to describe bond vector motions, a goal of dynamics studiesmapping (SDM) method, in which an expanded set of six
is to completely define these functions for each bond vector. relaxation parameters is measured, allowing the spectral
The relationships between the three commonly measureddensity values at all five frequencies to be uniquely
relaxation parameters for NH or CH groups and the relevant determined directly from measured relaxation paramétéfs.
values of the Spectral density function are listed in Table The six parameters measured in this approach are the three
3A. Note that the relaxation rates are divided into dipolar |isted in Table 3A and also the antiphase transverse relaxation
and CSA components but that both are dependent on linearateR, .., the decay rate of longitudinal two-spin ordRyo,
combinations of the spectral density function evaluated at and the amide proton longitudinal relaxation r&eg;. The
five critical frequencies)(0), J(wx), J(ww), Jwn + wx) and  relationships between these parameters and the relevant
Jwn — wx). spectral density values are given in Table 3B, and the
Simple inspection of the relationships in Table 3A relationships for calculating the five critical spectral density
highlights two important points. First, because these equa-values are given in Table 4.
tions contain only the spectral densities at five frequencies, The initial implementation of SDM for*N—!H bond
any rotational motions at other frequencies do not directly vectors in the protease inhibitor eglirtGndicated that the
affect these relaxation parameters. Therefore, inferencesthree high-frequency spectral densitié@Jy — wn), J(wn),
regarding motion at other frequencies can be made only if andJ(wy + wn)] have very similar values to each other but
we assume some simple relationship between the observedhat these differ substantially from th¥w) values at the
and unobserved frequencies. Second, it is not possible totwo low frequenciesJ(0) andJ(wy)]. This trend can also
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Figure 2. Graphical representations of the spectral density functions corresponding to the correlation functions presented in Figure 1.
Panels ad correspond to eqs 5, 6, 7, and 10, respectively, with the values of the parameters as listed in the footnotes forghanels a
respectively of Figure 1. Panels e and f illustrate the same spectral density function as pamerd90t ando. = 0°, respectively. Panels

d and f show five curves correspondingg/Dp; values of 0.2 (labeled “oblate™), 0.5, 1, 2, and 5 (labeled “prolate”). Panel e shows five
curves corresponding /Dy values of 0.2 (labeled “oblate”), 0.5, 1, 2 (labeled “prolate”), and 5 (dotted line).Jihgvalues at the

three critical frequencies (@, andwy,) for a 600 MHz spectrometer are indicated by arrows; because the three high frequencies are nearly
indistinguishable on the scale shown and becd(sgvalues evaluated at these frequencies are extremely sid(#ay), is used to indicate

the spectral density values at frequenciesaf wp+n, andwp—n, assumingl(w) is effectively constant ab ~ wy. The inset in panel ¢

is an expansion of the indicated region to illustrate that the three curves cross betwaerdw;. Note that they-axis scales vary between

panels.

be observed in the simple spectral density functions simulated Reduced Spectral Density Mappirig the simplest version

in Figure 2; note that the three high frequencies occur in of reduced SDM?! J(w) values at the three high frequencies
almost identical positions on the logarithmic scale (symbol- (wy — wn, wn, andwy + wy) are combined into a single
ized by wy). In addition, Peng and Wagner noted tled) spectral density valud(wy) due to their negligible variation
and J(wn) were the most variable spectral densities across in comparison with thé(w) values at the two low frequen-
the eglin C sequence, indicating that they are particularly cies (0,wy). In this case, the equations relating the hetero-
sensitive to internal dynamics; this trend can also be seen innuclearR; and R, and the{*H} —1*N NOE to the spectral
the simulation of Figure 2c. These observations prompted density values (Table 3A) can be simplified to those listed
the subsequent development of simplified versions of the in Table 5A, allowing the three reduced spectral densities
SDM approach, referred to as “reduced spectral density to be calculated directly from the three commonly measured
mapping” technique¥: 54 relaxation parameters (Table 5B). An alternative version of
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Table 3. Relationships between Relaxation Parameters and Relevant Values of the Spectral Density Function

A. Relationships between the Three Commonly Measured Relaxation Parameters for NH or CH Groups and
the Relevant Values of the Spectral Density Function

parametey relationship to spectral density functigh eq

longitudinal relaxation rate constant for nucleus X ~REP = %1 LIy — wy) + 3)(wy) + 6J(wy + wy)] 14a

Ri=RY + R RT = cX(wy) 14b

transverse relaxation rate constant for nucleus X~ RO° = :_8L d[43(0) + Iy, — wy) + 3 (wy) + 6J(wy) + 6J(wy + wy)] 15a

Ro= RE® + RS + Ry, RS =2 ¢A43(0) + 3)(wy)] 15b
Rex = conformational exchange broadening contribution

1H:ei(azgtcifr?;ggi:)hnasliésl%zgea (NOE) oreross NOE=1+ %1 dle(VH/Vx)[GJ(wH + wy) = oy — wy)] 16a

04 = 3 P63 + ) = Joy — )] 16b

B. Relationships between the Three Additional Relaxation Parameters Required for Full Spectral Density Mapping and
the Relevant Values of the Spectral Density Function

parameter® relationship to spectral density functigtt eq
antiphase transverse relaxation rate constant for nucleus R o= % d’[43(0) + Iy, — wy) + 3 wy) + 6J(wy, + wy)] 17a
Ro.ani = RO%,, + RESA,+ prin RESA = % F43(0) + 33(wy)] 17b
longitudinal two-spin order relaxation rate constant Rgg = % dI(wy) + Iwp)] 18a
Roo = RB3 + R5g + prew RggA = cAJ(wy) 18b
!H longitudinal relaxation rate constant ROn= % I (wy — wy) + 3 (w,) + 6d(wy + vy)] 19a
Rin= R?a + prxui Prx Hi = dez[JHXHi(wHX = o) + (@) T Bxp(@px + o) 19b
T

a Superscripts “DD” and “CSA” refer to dipotedipole and chemical shift anisotropy relaxation mechanisms, respectivelyandwy are the
angular Larmor frequencies féH and X (= 3C or *N) spins, respectively. The constaatsindc are defined as followsd = (uohyxyn/87?)1/
I3 ¢ = wxAdlV/3; o is the permeability of free spach;is Planck’s constantyx andyy are the gyromagnetic ratios of X ar#l nuclei,
respectivelyrxy is the length of an XH bond vector, and the angular brackets indicate the time-averaged valuggaisdthe chemical shift
anisotropy of the X spiA? In some cases, the constadtsndc were defined differently in the cited articles; in these cases, we have redefined
these constants so that the definitions are consistent throughout the current Baper Roo, andR 1 represent the antiphase transverse relaxation
rate RXH(ZHf Xx), the decay rate of longitudinal two-spin ordE&H(ZHf Xz, and the amide proton longitudinal relaxation rzﬁﬁ(H?),
respectively; in which using the nomenclatig{Q) the “obs” refers to the observed nucleus or nuclei @éfers to the type of spin undergoing
relaxationt®%° d pxi is the net spirrlattice relaxation rate of a giveH* proton, due to other protons{, where the two protons have angular
Larmor frequencies of)x and wyi, respectively, and spinspin coupling ofJyx;i.4%:500

Table 4. Equations for Explicit Calculation of the Five Critical Spectral Density Values from Six Measured Relaxation Parameters
According to the Full Spectral Density Mapping Approach of Peng and Wagnet®*°

relationship of spectral density function to relaxation parameters eq
J(0)= B(j%w(_%Rl TR+ Ryani— %RDQ - %RI,H) 20
Hwy) = 3d++02(R1 +Rog = Ry ) 21
Wy + wy) = BLdZ(Rl — Rpg + Ry + 20y) 22
o) = %(_Rl 2R, = 2R, anit Rog + Ry p) 22
oy — oy = dlz(Rl — Rog + Ry = 20x) 23

a Symbols are as defined in the footnotes to Table 3.

the reduced SDM approach involves the assumption that therotation and internal motion, respectivélUsing relaxation
high-frequency spectral densities are related to each othemparameters collected at multiple field strengths, it is then
in a simple manner: for examplé(w) = Ai/w? + A, in possible to calculate the spectral densities at each high
which 11/w? andA, are the contributions td(w) from overall frequency. Although this is attractive, it should be noted that
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Table 5. Relationships between Relaxation Parameters and Reduced Spectral Density Values and Equations for Calculation of the
Reduced Spectral Density Values

A. Relationships between the Three Commonly Measured Relaxation Parameters and
the Reduced Spectral Density Valuke), J(wn), andJ(wn)®?

relationship of relaxation parameters to reduced spectral density ¥alues eq
R, = % [3J(wy) + 7Hwp)] + Rwy) 24
R, = £ d143(0) + 3(wy) + 130(w)] + 2C43(0) + 3(ay)] 25
NOE =1+ %Tldz(yH/yN)[SJ(wh)] 26

B. Equations for Explicit Calculation of the Three Reduced Spectral Density Values from
the Three Commonly Measured Relaxation Parameters

relationship of reduced spectral density values to relaxation parasfeters eq

1 18
JO=—(6R—R(3+— / NOE—l)) 27

0= 5772 (6% ~ R{3+ SO )

Han) = —2— (R (1 — LIy (NOE — 1))) 28

Mg g2\ T BYNTH

4

Jwp) = % (Ri(yn/y)(NOE — 1)) 29

aUnless otherwise noted, symbols are as defined in the footnotes to Table 3. Again, the cahstahtshave been redefined to maintain
consistency throughout the current papeny, represents the value of the spectral density function at frequencigs @by + wn), and @ - wn),
assuming)(w) is effectively constant over this frequency rarge.

the variations between the different high-frequerity) Figure 3a, doublind(wy) increase&y ~1.85-fold, whereas
values are completely reliant on the assumed relationshipdoublingJ(wy) increase®; only ~1.15-fold. This is in part
between these values. Furthermore, unless the proportionalitypecause the value ai{wy) is typically much larger than
constants A; andA,) differ substantially between residues, J(wn). However, another relevant factor is that spin flips of
the calculated high-frequency spectral densities would all be the 'H itself do not affect the population dfN spins; the
expected to display similar variations across the protein dependence dR, on J(wy,) is entirely due to zero-quantum
sequence, so this method may not provide any more structuraland double-quantum transitions (see the definitioRpkq
or mechanistic insights than the simple reduced SDM 14a in Table 3A).
method. (3) Because the NOE is a function f, it should not be
The reduced SDM approach has the obvious advantagesurprising that the NOE is also influenced by motions close
that it requires roughly half the primary data relative to the to both the'>N and!H Larmor frequencies. However, the
full SDM method. An additional benefit is that the reduced effects of these two terms are distinguishable because
SDM method requires the same relaxation parameters to bancreasingJ(wy) leads to a reduction in the NOE, whereas
measured as for the model-free formalism discussed below.increasingJ(wy) causes an increase in the NOE as shown
Commonly, one does not know prior to data collection in Figure 3b. NOE values approach the theoretical maximum
whether the assumptions of the model-free approach will hold of unity when J(w,) approaches zero but can become
for a particular protein. Therefore, if one finds that the data negative when extensive high-frequency motions are present,
cannot be adequately fit using the model-free method, thethat is, high values od(wn). The influence ofJ(wn) on the
reduced SDM analysis can be applied without recourse to NOE is a consequence of the variationRa values with
additional data collection. varying J(wy) (Table 5A). Consequently, the produrRi(1
Spectral density values calculated using either the full or — NOE) is independent af{(wy) and is simply proportional
reduced SDM methods indicate whether the motions of a to J(wy) (Figure 3e). Elevated values of this product are a
particular bond vector are dominated by high- or low- direct indication of extensive high-frequency motion.
frequency oscillations. A qualitative assessment of the same (4) R, relaxation is affected by motions throughout the
factors can often be made directly by observation of frequency spectrum butis dramatically more sensitive to low-
variations in the primary relaxation data across a protein frequency motions. For example, in the simulations of Figure
sequence or between similar proteins. The simulated data3c,d, doubling the value ad(wn) or J(wh) causes a very
shown in Figure 3 illustrate the relationships between the small (<2%) increase iR, whereas doubling the value of
three reduced spectral density valu#g), J(wn), andJ(wy), J(0) increase$x,; by 83—-96%. Considering thaR, and R,
and the three commonly measured relaxation param®&grs, are influenced similarly byl(wp) but only R; is affected by
R,, and the NOE for a protonatéeN nucleus. The following ~ J(0) and onlyR; is influenced significantly byd(wn), the

points are noteworthy. ratio Ry/R; is most sensitive to variations in the latter two
(1) On the basis of the formulas in Tables 3A and 5A, it spectral densities (Figure 3f).

is clear that)(wp) and J(wy) influence all three relaxation An important caveat of the SDM approach involves the

parameters, whered0) influences onlyR.. influence of slow conformational exchange on transvéide

(2) Increased motions close to either thg or 'H Larmor or 13C relaxation. If conformational exchange is present,
frequency enhandg, relaxation of thé>N nucleus, although ~ measuredR; values will contain contributions from both the
R, is most sensitive to changes dwy). For example, in spectral densities discussed above and the exchange broaden-
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Figure 3. Simulated data showing the relationships between the three reduced spectral density{@lu¥s,), andJ(wy), and the three
commonly measured relaxation paramet&s,R,, and the NOE for a protonaté®N nucleus. Shown in each panel is the dependence on
J(wp) of (@) Ry, (b) NOE, (c, d)R;, (e) R(1-NOE), and (f) the RR; ratio for the indicated values q0) andJ(wy). Note thatJ(wy)
represents the value of the spectral density function at the frequengies,+n, andwy-n, assumingl(w) is effectively constant over this
frequency range.

ing termRe (Table 3A). Consequently, if exchange broaden- ing of protein dynamics, it is beneficial to separate the
ing is assumed to be absent, the calculaieg values will internal dynamics from the global motions. The so-called
be incorrect. In particulad(0) values will be overestimatéd. “model-free” formalism, introduced by Lipari and Szabo in
To separate these two effects, relaxation data can bel982#546 is an attempt to do just this and has gained
measured at multiple magnetic field strengthdn the widespread popularity since it was first appliedtbdetected

absence of such dat#0) should be interpreted as represent- N relaxation data by Kay, Torchia, and Bax in 1989.

ing a combination of slow motions (such as molecular  The basic premise of the model-free formalism is that the

tumbling) and conformational exchange. internal motions of bond vectors in proteins are independent
L . of the overall rotational diffusion of the molecule as a whole.
3.4. Lipari —Szabo Model-free Formalism In addition, the rotational diffusion of the molecule influences

The spectral density values discussed above represent theach bond vector identically (for isotropic rotation) or in a
probabilities with which a bond vector is oscillating at each manner that is related through the relative orientations of
specified frequency. However, they do not directly indicate the bond vectors in the molecule (for nonisotropic rotation),
whether these oscillations are associated with global molec-whereas the internal motions of any two bond vectors are
ular rotation or the local or segmental internal motions independent of each other or at least unrelated in any
affecting the bond vector. To gain a mechanistic understand-predictable way. Recently, an alternative approach dubbed
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“slowly relaxing local structure” (SRLS), has been developed (2) Simplified Model-Free Formalism: Extremely Fast
in an effort to also incorporate coupling between global and Internal Motions If the internal motions of a bond vector
local motions’” Below we discuss several variations of the are extremely fast in comparison to the overall tumbling (
model-free formalism, which differ from each in two main 7. > 100), then the spectral density function in the relevant
respects: (1) whether the overall tumbling is assumed to befrequency range becomes insensitive to the time scale of
isotropic, axially symmetric, or completely anisotropic and internal motions but remains sensitive to their degree of
(2) whether the internal motions are assumed to occur on arestriction (Figures 2c and 4a). Consequently,J(w)
single time scale or two separable time scales. Irrespectivereduces to the form shown in eq 8 (Table 2), and the
of these details, the correlation function for each bond vector relaxation data can still be fit to yielef for each bond vector
can now be represented as the product of the correlationandzm for the molecule.

functions for overall (global) and internal motion€(t) = (3) Extended Model-free Formalism: Two Time Scales
Cyiobalt)Cinemalt). These component correlation functions can, of Internal Motions In cases when the internal motions of a
in turn, be written as functions of the characteristic time protein cannot be adequately described using the original
scales of overall and internal motions and the degree of model-free formalism, it may be possible to account for the
spatial restriction of internal motions. The spectral density observed relaxation data by adding an additional fitting
functions (and hence the relaxation parameters) can then beparameter to the model-free formalism. A common approach,
reformulated in terms of these same motional parameters sdirst proposed by Clore and co-workéfs'is to assume that
that the observed relaxation parameters can be fit to yield the internal motions occur on two separable time scales (
values for the dynamics parameters. Typically, the internal andzs, where the subscripts denote fast and slow), each with
motions of bond vectors are substantially faster than the ratea corresponding squared order parame$et §nd S?). By

of molecular rotational diffusion. However, the model-free Necessityz; is assumed to be too fast to affect the relaxation
approach remains valid, albeit less precise, even for internalParameters, leaving only three dynamics parameters to be
motions on time scales somewhat slower than moleculardetermined for each residue (eq 9, Table 2). Although

tumbling®® characterization of substantially>60-fold) extension of the model-free formalism in this manner often
slower motions is not practical. The discussion below refers gives a statistically significant improvement in the fits,
to the situation in which three relaxation paramet&s R, interpretation of the results is not straightforward. The slow

and NOE) are measured at a single magnetic field strengthlime scale is often found to approach the correlation time
for each nucleus of interest. In laboratories where it is for overall motions, indicating that the overall tumbling and

possible, it has become common to repeat some or all ofiNternal dynamics are no longer well-separefeid. addition,

these measurements at one or two additional field strengths©N€ €an imagine alternative methods for increasing the
which yields a proportionately greater number of measured "Umber of fitted parameters that might also result in
relaxation parameters for each nucleus, allowing the model-IMProved fits over the original model-free formalism, so the
free parameters to be determined with greater precision oroPServation of improved fits using this common extended
allowing a larger number of adjustable parameters to be method does not necessarily indicate that the extended model

determined. is realistic.

. . . . . (4) Original Model-free Formalism with Anisotropic
(1.) Isotrop!c T“F“F’"”% with a Single Tlme_ Scale of Internal Tumbling The assumption that rotational diffusion is iso-
Motion. In this “original” model-free formalism, the overall

i 410 b wricted with lati tropic is adequate for proteins having shapes (including the
motions aré assumed to be unrestricted with a correfation hydration shell) that are close to spherical. However, many
function that decays exponentially to zero with a single

. ; . X proteins have one dimension that is elongated (prolate
characteristic (typically slow) time scale.), as illustrated ellipsoid, the shape of a rugby ball) or shortened (oblate

in Figure 1a. The internal motions, on the other hand, are gjinsoid, approaching a disk shape) relative to the other two,
assumed to be spatially restricted so that the correlation yhereas others have three distinguishable principal axes of
function for internal motions decays to a finite (plateau) value (qtation, Because rotational diffusion is faster around a long
with a characteristic (typically fast) time scale,(where  ayis than a short axis, the relaxation of a nucleus will be
the subscript denotes the effective time scale of internal yiferentially affected depending on whether the associated
_motlons). The resultmg_total _correlatlon function (Figure 1¢) pond vector is aligned with the long or the short axis of the
is a double exponential with the fast and slow phases molecule. Consequently, it is necessary to extend the
representing the internal and global motions, respectively. correlation function to account for rotation around the
The relative amplitude of the slow (global) phase, that is, gifferent axes and the orientation of each bond vector with
the plateau value divided by the initial val@0), is defined  respect to the principal axes. This can be accomplished if
as the square of the order paramet&) and represents the  the structure of the molecule is known. The correlation
degree of spatial restriction of internal motions; completely function and spectral density function for axially symmetric
restricted motions hav& = 1, and completely unrestricted  molecular tumbling are given in Tables 1 and 2 (egs 4 and
motions haves® = 0. Thus, there are three fitted parameters 10). The resulting form of the overall spectral density
for each bond vectorrg, 7., andS’). Because one of them  function, incorporating spatially restricted internal motions,
(m) is the same for alin bond vectors, the problem is s givenin Table 2 (eq 11). For axially symmetric molecular
overdetermined (2+ 1 fitted dynamics parameters and 3  diffusion, four parameters must be optimized to define the
measured relaxation parameters), so unique solutions can beotational diffusion of the molecule: the two time scales and
obtained for all of the dynamics parameters. Alternatively, two angles specifying the position of the unique axis relative
if Tm has been determined (see section 3.5, subsection 4)Yo a reference axis systethFor the fully anisotropic case it
there are only & fitted parameterst{ and & for each is necessary to define six parameters: three time scales and
residue), which can be adequately determined fromRhe three angles. Once these parameters have been established,
and NOE data without need fé&t, data>® the angle of each bond vector to each principal rotational
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axis can be obtained from the structé®eConsidering that  of internal motions, low values of the ratiy/R; provide a
the same two internal parameter (and ) must be useful indication of slow internal motions (high values of
determined for each of thebond vectors, the fitting problem  t.) (Figure 4f). Finally, the heteronuclear NOE has a
remains overdeterminedr{2+ 4 or 2n + 6 fitted dynamics maximum value (close to unity) when internal motions are
parameters andr3neasured relaxation parameters for data highly restricted; the precise value of this maximum is a
collected at a single field strength). function ofzy,. As motions become less restricted, the NOE

(5) Incorporation of Conformational Exchange Broaden- decreases, with the decrease being most pronounced for
ing. As discussed above, conformational exchange in thevalues close to the inverse of trel Larmor frequency
microsecond millisecond time regime can increase the (Figure 4g). For extremely fast internal motions, approxi-
apparent transverse relaxation rate constant relative to themated by the simplified model-free formalism, the NOE
value defined by the dipolar and CSA mechanisms. If such becomes independent &f (top curve in Figure 4g).

a contribution is present, it must be accounted for during  The model-free approach is particularly attractive because

fitting of the relaxation data. Thus, the obsenfedvalue is it assists us in understanding the mechanistic consequences
expressed as the sum of dipolar, CSA, and exchangeqf molecular motion. The global tumbling parameters provide
broadening contributions, with the latter designaRed(eq information about the apparent size and shape of the

15, Table 3A). In this caséRe is treated as an adjustable ygecyle, indicating the presence of quaternary structure and
parameter during the fitting of relaxation data to the original providing useful comparisons to other physical measurements

or Isimpflified f_ﬁrm of the mpdtlel—freer:‘ormalism. Thel fitted  guch as viscosity, sedimentation data, fluorescence anisot-
va(ljJeho :}X \3" o:epenc%zentl(;ey O.ITS € dobser\_/ﬂ dvg “i’ ropy, and gel filtration retention times. On the other hand,
and the fitted values db” andze will be determined by the o "inarnal motions of the molecule are more likely to

values ofR; and NOE (as well as the rotational diffusion influence the chemical interactions dictating binding or

tensor). catalysis. In particular, the order parameter represents the

(6) Anisotropic Tumbling with Alternate Formalisms for  range of motion of each bond vector and so is conceptually
Internal Motions Because the model-free approach assumesyejated to the number of conformational states or the

independence of overall and internal motions, it is straight- conformational entropy (vide infra).
forward to develop correlation functions that account for both
the anisotropic molecular rotation and either the simplified
or extended formalisms for internal motions (Table 2). The
one caveat is that as the number of fitted parameters increase

it may approach the number of measured relaxation param—Th ded model-free f i indi h
eters, resulting in increased uncertainties or, in the extreme, e extended model-free formalism may Indicate the pres-

an inability to uniquely define the dynamical parameters. In €Nce Of such slow motions, but they could be superimposed

reality, there are usually very few residues in a protein that ©" faster internal motions that do not satisfy the assumption

require the extended model-free formalism. However, in Of this formalism (i.e., thaty is extremely small). In this
some cases, slow conformational exchange can be sprea§@se. the extended model-free formalism may be unable to
throughout a protein, leading to difficulty defining the fit the data (which is sometimes observed) or it may yield
rotational diffusion parameters. In the latter case, the SDM Parameters that do fit the data yet are not a realistic
approach may be preferred over model-free anafjsfs. representation c_Jf _the actual _molecular motions. A sgcond
Figure 4 illustrates the relationships of the internal NH possible scenario is that the internal motions of a part|CL_JIar
group model-free parameter§?(and 7o) to the spectral bond vector are all fast but they are not adequately described

density values)(0), J(wn), and J(wx) and to the primary by a single time scale of motion and a single spatial

relaxation parameters. These simulations were pencormedparameter. In this case the correlation function for internal
according to the original model-free formalism for a protein motion would be multiexponential and the spectral densities

that tumbles isotropically with a correlation time of = at the high frequencies would be related in some complex
10 ns, which is typical for a protein of molecular mass around Manner to the time scales and degrees of restriction of the
20 kDa. For most values af, shown, the values ai0) and various internal motions. Indeed, the energy landscapes for
J(wn) increase as the motions become more restricted (higherStructural fluctuations in proteins are far from simple, so this
<), whereas the value af{wy) decreases a¥ increases ~ more complicated scenario is probably more realistic in most
(Figure 4a-c). J(0) is dominated by the global tumbling and ~ ¢ases. Nevertheless, the observations that the model-free
so is very insensitive to the time scale of internal motions formalism satisfies relaxation data for many proteins and that
(r), whereas)(wy) increases substantially as the internal the spectral densities obtained by SDM at multiple fields
motions become slower (highey). The dependence dfw) are in good agreement with the model-free spectral density
on 7. is more complexJ(wy) increases with increasing functior?® suggest that this formalism is a reasonable first-
until 7. reaches a value of &/ (265 ps for aH frequency order approximation for describing fast internal motions.
of 600 MHz) and then begins to decrease again. The Finally, we reiterate the caveat that, with the exception of
dependence oR; on the internal model-free parameters conformational exchange ternR.{), NMR relaxation mea-
(Figure 4d) is similar to the dependencey) on these surements are not sensitive to rotational motions substantially
parameters, with longitudinal relaxation reaching a maximum slower than the time scale of molecular tumbling, to
as motions become slower and more restricted (dominatedrotational motions around the bond vector of interest, or to
by global tumbling). Similarly R, relaxation is dominated translational motions. This is simply because such motions
by the low-frequency oscillations](0), and so is most  will make an insignificant contribution to the correlation
efficient when internal motions are highly restricted (Figure function so it should not be considered a specific limitation
4e). Becaus®,; is more sensitive thaR; to the time scale  of the model-free approach.

Despite the utility of separating global and local motions,
it is important to recognize the limitations of the model-free
gpproach. First, there is the possibility that internal motions
can occur on a time scale similar to that of overall tumbling.
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Figure 4. Simulations showing the relationships of model-free dynamics parameters to spectral density values and relaxation parameters
for a protonated®N nucleus: (a, b) dependence 3{D) andJ(wy) on & for 7. values of 5 (bottom), 10, 20, 50, 100, 200, and 500 (top)

ps; (c) dependence dfwy) on & for the indicatedr, values; (d, ) dependence Rf andR, on & for 7. values of 5 (bottom), 10, 20, 50,

100, 200, and 500 (top) ps; (f) dependenc&gR; on & for , values of 5 (top), 10, 20, 50, 100, 200, and 500 (bottom) ps; (g) dependence

of NOE on & for the indicatedr, values. All simulations were performed using the original model-free formalism (eq 7)with 10 ns

and a magnetic field strength of 14.1 T, corresponding bl &armor frequency of 600 MHz.

3.5. Practical Implementation of the Model-free (1) Collection of NMR Relaxation Dataongitudinal Ry)
Formalism and transverseRp) relaxation rate constants afigH} —*°N
This section is intended as a brief guide to researchersStea(W'St"Jlte nuclear NOEs are typically measured from 2D
. . . . 1415 i i
who plan on using model-free analysis for the first time to H—15N correlation spectra recorded at one or more magnetic

study the dynamics of backbone amide bond vectors. wefield strength(s) using pulsed-field gradient sensitivity-
outline the main steps in the process and attempt to highlighteénhanced pulse sequences, such as those developed by
important considerations in optimizing the precision and Farrow and co-worker&?”8|f data are limited to a single
reliability of the results. field strength, it is advisable to collect additional relaxation
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Table 6. Functions for Determination of Relaxation Rate ConstantRRi, R, and 7, for a Protonated N Nucleus

relaxation parameter relationship of peak intensities to relaxation rate constants eq
longitudinal relaxation rate constarRj° I(t) = exp(—Ru7) 30
transverse (auto)relaxation rate const&taji I(7) = exp(—Rer) 31
transverse cross-correlated relaxation rate constgt ( lcros{T)/1audT) = tanh(yxz) 32

2|(7) is the peak intensity in the spectrum for which the relaxation delay time i#\lthough the longitudinal relaxation does not naturally
decay to zero, it is typical to use phase cycling to cancel the nondecaying component, resulting in a signal that decays exponenti&ify to zero.
©laos{T) is the peak intensity for the component of antiphemagnetization (RS) that cross-relaxes to in-phasg)(magnetization during the
relaxation delayx), wheread.ud7) is the peak intensity for the component that remains antipffe&&he utility of the cross-correlated relaxation
method may be limited by the low sensitivity of the former component for short time delays.

data such as th®N transverse cross-corrrelated relaxation duplicated time points. Uncertainties in relaxation rate
rate constantsn,)% 7 to facilitate identification of bond  constants are determined as the standard errors of the fitted
vectors that are subject to conformational exchange broadenR;, R,, andyy, values.

ing. Pulse sequences for measuring spin relaxation have been Steady-staté!H} —15N NOEs are determined as the ratios
reviewed elsewher®’ Briefly, Ry andR, data are recorded  of cross-peak intensities in spectra recorded in the presence
as a series of spectra in which a relaxation detqys(varied (Isa) @and in the absencd s of *H saturation [NOE=
between spectray,, data are recorded as two parallel series Isu/lunsa]. Uncertainties in NOE measurements can be
of spectra. One spectrum of each pair detects the componentetermined by various methoéisln one approach, the

of antiphasé®N magnetization (RS) that cross-relaxes to  uncertainties inlsy. and lunsar are first estimated then
in-phase §) magnetization during a relaxation delas),( propagated through to the NOE valudéonly a single pair
whereas the other spectrum of each pair detects the compoof NOE spectra has been recorded, the uncertaintiég:in
nent that remains antipha®° {H} —1°N NOEs are mea-  andlusaare assumed to be equal to the root-mean-square
sured using pairs of spectra recorded in the presence and imoise in the spectra, which may underestimate the errors.
the absence dH saturation; it is advisable to collect at least Therefore, it is preferable to estimate these uncertainties by
two pairs of NOE spectra. The precision of calculated comparison of replicate spectra. An alternative appr&ach
dynamics parameters depends critically on the quality of the is to first calculate the NOE values independently for each
primary relaxation data. Therefore, considerable care shouldPair of spectra and then to estimate the uncertainty in the
be taken to maximize the signal-to-noise ratios of these NOE values by comparison of the replicate NOE determina-
spectra. Unfortunately, this has often required long data tions. In this case, 'ghe absolute uncertainty in the NOE is
collection times, although this problem is being alleviated the same for all residu€s.

by the increasing availability of cryogenically cooled, high- ~ (3) Identification of Residues Affected by Exteasi
sensitivity NMR probes. Disorder on a Picosecond Time Scale or Chemical Exchange
As discussed in section 4, many of the most interesting 0N a MicroseconeMillisecond Time ScaleAs discussed

studies of protein dynamics involve Comparison between two be'OW, to obtain a reliable .estlimate of the overall rotational
or more forms of the same protein. Because the dynamicsdiffusion tensor of a protein, it is necessary to analyze the
of a protein can be sensitively dependent on sample condi-relaxation parameters for residues havmg mternal_motlons
tions (temperature, pH, ionic strength, viscosity, etc.), it is that are very fast# < 7n) and for which there is no
essential to carefully control these factors. We recommend Significant contribution tdz, from conformational exchange.
calibrating the probe temperature before collection of each Thus, it is important to first identify residues that do not
data set and using identical buffers and protein concentrationssatisfy these criteria and to exclude them from the diffusion
for comparative samples. tensor determination. Residues that do not satisfy the first
(2) Determination of Relaxation Parameters and Uncer- Criterion are typically identified by their [oW/R; ratios'”%°
tainties Relaxation parameters and their uncertainties are or their low NOE value® (see Figure 4f,g), although the
obtained from the variations of peak intensities (heights or Precise cutoff values used vary between different studies.
volumes) in the various spectra discussed above. Viles etResidues experiencing conformational exchange on a slow
al. have Compared several alternative methods for the (from microsecond to mi”isecond) time scale can be identi-
determination of peak intensities and the influence of this fied by their elevate@®/R; ratios}""*by comparingR, values
choice of the precision and accuracy of relaxation param- measured at different magnetic field strengths, by comparing
eters’! For Ry, R, andz,y data, the peak intensities are fit Rz (0r Ry,) values measured using different spcho delays
to the functions listed in Table 6. Considering that the (Or spin-locking field strengths) in the pulse sequence, or
precision of the peak intensities varies throughout a seriesfrom measurements of cross-correlated r_elaxatlon rate con-
of spectra, it is preferable to weight the data points in these Stants. These techniques have been reviewed recéntly.
fits according to the inverse squares of the uncertainties inAs an example, if the transverse cross-correlated relaxation
the peak heights. Peak height uncertainties are determinedate constant has been measured, residues hRyipgratios
most reliably by recording duplicate spectra at particular that exceed the average by more than one standard deviation
time points. For a duplicate pair of spectra, the pairwise May be deemed to have slow conformational exchdfge.
differences in peak intensities are measured for a representa- (4) Determination of the Molecular Rotational Diffusion
tive set of peaks, and the standard deviation of these Tensor.Having excluded residues according to the above
differences is divided by/2 to yield a reasonable estimate criteria, the rotational diffusion tensor of the protein is most
of the absolute uncertainty in peak intensities for all peaks commonly obtained by analysis of t®/R; ratios for the
in the spectra acquired at that time point. For time points remaining residues. It is reasonable to assume that the
not acquired in duplicate, the absolute uncertainty in peak dynamics of these residues can be adequately described by
intensities is determined by linear interpolation between the simplified model-free formalism. The spectral density
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Table 7. Five Common Mathematical Models Used for Optimization of Dynamics Parameters According to the LipariSzabo
Model-free Formalism

spectral density function  parameters

model model for isotropic tumbling optimized-® assumptions

1 simplified model-free formalism Table 2,eq 8 52 Te < Tm
Rex~ 0

2 original model-free formalism Table 2,eq 7 2, 1e Te < 500 ps
Rex~ 0
3 simplified model-free formalism plus conformational exchange term Table 2,eq 8 2, Rex Te < Tm

4 original model-free formalism plus conformational exchange term Table 2,eq 7 2, Rex, Te 7e < 500 ps
5 extended model-free formalism Table 2,eq 9 5% 1s Tt << Ty

7s = 500 ps
x~ 0

2 Parameters are defined in the footnotes to Table 2 and are discussed in th@teameters are optimized so as to minimizegthfinction:
=3, Ti= 3N, 51 [(Ry — Rj)%0;7, in which N is the total number of spins. For thié spin,T; is the sum-squared errdv} is the number
of experimental relaxation parameteRg,is thejth experimental relaxation parametBy,is thejth theoretical relaxation parameter calculated from
putative values of the dynamics parameters, anis the experimental uncertainty in tiih relaxation parametéf.

function for this formalism (eq 8) does not contaim.derm selection of the best model by comparison with statistical
and is directly proportional to the value &. Therefore, tables. For example, for one data set of 46 residues from
bothR, andR; values are directly proportional & and the our laboratory, quadric diffusion reported a lowérfor the
ratio Ry/R; becomes independent of bafh and e, that is, axial oblate model relative to the axial prolate model,
dependent only on the global tumbling parameters and theindicating that the former model is preferable. Thstatistics
angle(s) relating the global diffusion axes to the bond vector reported were 3.43 (isotropic versus axial oblate) and 0.28
of interest. (axial oblate versus anisotropic). These compare with
In the case of isotropic molecular tumbling, there is a tabulated critical valuesH og(v1,v2)] of Foo43,42)= 2.84
simple relationship between the molecular rotational cor- and Foo2,40) = 3.23, respectively, in which/; is the
relation time ¢m) and theRy/R; ratios#” Consequently, the  difference between the number of fitted parameters in the
R./R; ratios for individual bond vectors can be used to two models and’; is the number of data points minus the
calculate apparent, values for individual residue$.”°The number of fitted parameters in the more complex model. The
average and standard deviation of these apparenalues more complex model is chosen only if tRestatistic exceeds
provide reasonable estimates of the actyavalue and its the critical value. Thus, in this example, the axial oblate
uncertainty, respectively. If the rotational diffusion of the diffusion tensor is preferred.
molecule is significantly anisotropic, the apparentvalues Although the above method is by far the most commonly
determined by this method would be expected to vary used, we note that additional approaches for determination
systematically according to the orientations of the associatedof the rotational diffusion tensor from spin relaxation data
bond vectors in the molecule. The assumption of a single have also been develop&d28+8* These relaxation-based
m Value would then introduce systematic errors into the methods, as well as experimental approaches based upon
internal dynamics parameters. Consequently, rather thanmeasurement of residual dipolar coupling constants and
assuming an isotropic diffusion tensor, it is advisable to theoretical approaches, have been thoroughly reviewed by
independently determine isotropic, axially symmetric, and Fushman et &P
fully anisotropic rotational diffusion tensors and then to  (5) Model-free Fitting and Selection of the Best Formalism
analyze the fitting statistics to decide on the most appropriatefor Internal DynamicsAfter the optimum molecular rota-
diffusion tensor to use for analysis of internal dynamics. In tional diffusion tensor has been determined, measured NMR
this approach, the one, four, or six parameters defining arelaxation data can be analyzed in the context of the selected
putative diffusion tensor are used to calculateRW&; ratios diffusion tensor using any of the five versions of the model-
for all bond vectors in the protein; the calculations for axially free formalism listed in Table 7. These five approaches are
symmetric and fully anisotropic diffusion tensors take into commonly referred to as “models”™-5, but it should be
account the orientations of the bond vectors relative to the noted that they are merely mathematical models that
principal axes of the diffusion tensor, so a structure must be incorporate certain assumptions about the time scales of
available. The optimal diffusion tensor is then obtaining by internal motions or presence of conformational exchange;
systematic variation of the diffusion tensor parameters so asthey do not presuppose any particular mechanism of internal
to minimize the differences between observed and predicteddynamics, so the resulting parameters are still considered to
R./R; ratios’® For the axially symmetric case, the optimiza- be “model-free”. Typically, relaxation data for each residue
tion function typically has two minima, one for oblate and are fit independently to each mathematical model to yield
one for prolate diffusion tensof8,so it is necessary to  the corresponding internal dynamics parameters (Table 7).
determine both of these minima and select the one with the Fitting can be performed using standard nonlinear optimiza-
lowest y? goodness-of-fit parameter. Thé values for the tion programs such as Matlab, although for standard ap-
three different models are expected to decrease as the numbaplications it is convenient to utilize a program such as
of fitted parameters increases, from isotropic to axially ModelFree (A. G. Palmer lll, Columbia University), which
symmetric to fully anisotropic models. Selection of the most was written specifically for model-free analysis and is freely
appropriate diffusion tensor model can be readily ac- available. Models 1 and 2 represent the simplified and
complished usingr-statistical comparisons. Programs such original model-free formalisms, respectively. Models 3 and
as “quadric_diffusion” (A. G. Palmer Ill, Columbia Uni- 4 represent the same two formalisms with the addition of an
versity) give optimized diffusion tensor parameters along Reterm to account for conformational exchange broadening.
with both ¥? and F statistics, allowing straightforward Finally, model 5 represents the extended model-free formal-
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ism with two time scales of internal motion. The quality of according to the model selected, and a separate set of
the fits between the experimental data and each model areparameters is used to define the overall rotational diffusion
calculated ag? statistics, and the different models are then of the protein. The spectral density function is derived in
compared to each other usikgstatistics. Model selection  terms of these internal and global parameters. For any given
based upon these two statistics can be performed according/alues of the parameters it is then possible to evallaig

to the flowchart outlined by Mandel et & Scripts available  at the five critical frequencies and hence to calculate values
with the ModelFree program perform the model selection for the relaxation parameters. lterative adjustment of the
in a streamlined manner. Limitations of this model selection motional parameters is used to optimize their agreement with
technique and possible systematic errors resulting from experimental data. The alternative approach is to first analyze

erroneous model selection have been discu¥sEd. the data using the model-free approach and then to optimize
Uncertainties in calculated dynamics parameters are mostthe parameters for a specific motion model such that they
commonly determined using Monte Carlo simulatiéhi agree most closely with the model-free parameters. A

this approach, each relaxation parameter and its uncertaintysignificant advantage of this latter approach is that the model-
are considered to be the mean and standard deviationfree method is quite effective at defining the overall rotational
respectively, of a Gaussian distribution, and several hundredmotions of the protein so these are factored out in the
sets of relaxation parameters are generated randomly fromanalysis, leaving only internal motions to be analyzed on a
these distributions. Each set of relaxation data is analyzedmodel-specific basis. However, the caveat of this method is
using model-free analysis to yield dynamics parameters from that this approach already imposes a specific functional form
which averages and standard deviations are calculatedon the internal correlation function, and this may not be
Standard deviations of simulated dynamics parameters arestrictly consistent with a particular motional model. Never-
used as uncertainty values for the model-free dynamics theless, considering the popularity of the model-free formal-
parameters. Although this process is relatively straightfor- ism and the mathematical complexity of the alternative
ward, the distributions of simulated dynamics parameters approach, this latter approach has been applied more often
may be highly non-Gaussian due to the nonlinear relationshipthan the former.

between relaxation and dynamics parameters. Consequently, Relating the model-free order parameter to the parameters
alternative graphical techniques and Bayesian statisticaldefining a specific motional model can be achieved because
methods have been developed in an attempt to obtainthe S is related to the equilibrium distribution of bond vector
dynamics parameters and uncertainties that are not biasedrientations according to equation

by the incorrect assumption of Gaussian distributi&g.

Although these methods may be more rigorously correct, they _

have not been used as widely as the Monte Carlo methods, s= f f d€2, €2, (€21)P5(COS0,15)Pef€2,) (33)
presumably for reasons of convenience. Finally, we note that. . . . .
these methods for estimation of uncertainties take into " Which €1 and<, represent two different orientations of
account only random errors in the data. In addition to these, € Pond vectorpe{£2) is the equilibrium probability of
there may be systematic errors in the dynamics parameter{/IENtations2, 61, is the angle between the two orientations,
resulting from such sources ®ssystematic errors in the F2() is the second Legendre polynomiét,{x) = (3x* —
relaxation parameters themselves (e.g., due to nonexponentiap)/2l: and the integral extends over all initial and final
decay), the existence of alternative relaxation pathways not°fentations that are accessible within the model. Depending
considered above, incorrect estimation of thebbond 0N the motional model of interest, the order parameter can
length or the chemical shift anisotropy, errors in the structural P€ €ither evaluated numerically or defined explicitly. How-

coordinates, and possible coupling between internal and€Ver: for any arbitrary model, a single value for the order
overall motion. parameter may not uniquely define the motional parameters.

Nevertheless, for some simple models there is a one-to-one
o ; correspondence so that an important motional parameter can
3.6. Specific Motional Models be obtained from the model-free order parameter.

The major disadvantage of the model-free approach is that The specific motional model used most frequently to
it is indeed model-free; that is, it does not provide a detailed interpret model-free order parameters is the diffusion-in-a-
physical picture of the internal motions that can then be cone model. In this model, the bond vector is assumed to
related to the chemical mechanism, binding interactions, or diffuse freely within a cone defined by semianglebut never
other physical or spectroscopic properties of the protein. As to move outside of this cone (Figure 5a). For this model,
an alternative approach, it would be attractive to define the order parameter is related to the cone semiangle by
specific models to describe the details of the internal motions equation 34 (Table 8f Thus, asd decreases from 9o
and then to fit each model to the relaxation data so as to0°, & increases from 0 to 1.0 (Figure 5d).
determine the most appropriate description of the motions.  An alternative model is the two-site jump model, in which
Daragan and Mayo have written a very detailed review the bond vector is assumed to alternate (i.e., jump) between
describing a variety of reasonable motional models that cantwo fixed orientations, referred to as statesd]j, separated
be used to fit relaxation dataConsidering that the math- by an angleg (Figure 5b). For this model, the order
ematics of these models is often extremely complicated (by parameter is given by eq 35 (Table®¥§! For the simple
the standards of most physical biochemists), here we providecase in which both orientations are equally populated, the
a brief description of the general approach and then discussorder parameter is related to the separation angle as shown
the relationship of some simple motional models to the in eq 36 (Table 8) and Figure 5b.
model-free parameters. Finally, for bond vectors for which the relaxation is best

There are two general approaches to fitting relaxation datafit using the extended model-free formalism, Clore et al. have
to specific motional models. In one approach, a series of proposed using a combination of diffusion-in-a-cone and two-
parameters are defined to describe the internal motionssite jump models (Figure 5c) to represent the internal
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Figure 5. Specific motional models for interpretation of model-free order parameters: (a) diffusion-in-a-cone motional modetkthe X
bond vector is assumed to diffuse freely within a cone defined by semi@igle) two-site jump motional model (the-XH bond vector

is assumed to alternate between two staimsdj, separated by an angde; (c) combined diffusion-in-a-cone and two-site jump models

for internal bond vector motions [the-XH bond vector is assumed to alternate between two equally sized cones (on the slower time scale)
or freely diffuse within each cone (on the faster time scafg)is the cone semiangle ang, is the angle between the two cones]; (d)
relationships of the model-free order paramef) {o the cone semiangl®@) and the two-site jump anglep, as defined by egs 34 and

36, respectively.

Table 8. Specific Motional Models for Interpretation of Model-free Order Parameters

motional model interpretation of order parameter in context of motional model eq
diffusion-in-a-coné S = [Y, cosO(1 + cosb)]? 34
two-site jump g= z zpeq(i)peq(j)Pz(COSWij) 35
T 7
two-site jump with equal populatiohs S =1+ 3cog )4 36

2The X—H bond vector is assumed to diffuse freely within a cone defined by semiéinglat never to move outside this cotfe? The X—H
bond vector is assumed to alternate between staseslj, in which pei) and peqj) are the probabilities for residency in staieandj, with
Pedi) + Pe(j) = 1; @ is the angle between the bond vector in staisdj andP,(x) = (3x? — 1)/28061 ¢ This is a special case of the two-site jump
model in whichpe(i) = peqj) = 0.5.

motions®%6tIn this model, the bond vector can jump between parameter for a bond vector is related to the probability
two equally sized cones (on the slower time scale) or freely distribution of orientations for that bond vector. The prob-

diffuse within each cone (on the faster time scale), as ability distribution is then equated with the partition function,

indicated in Figure 5c. In analogy to the above two models, which in turn is related to the apparent entropy of bond vector
the order parameter for fast time scale motida$)(s related  reorientation. The primary difference between the three
to the cone semiangle, whereas the order parameter formethods is the definition used for the partition function. Akke
slower time scale motions{) is related to the jump angle, et al9! derived a relationship between changes in order

Ps parameters and changes in conformational entropy that is
. . approximately consistent with a diffusion-in-a-cone motional

3.7. Relationship of Model-free Parameters to model, an axially symmetric parabolic potential function, or

Conformational Entropy a maximum entropy potential function as long as the squared

In section 2 we discussed the importance of relating order parameter remains0.5. Li et al. used a partition
changes in NMR-derived dynamics parameters to changesfunction corresponding to a simple one-dimensional har-
in conformational entropy. Three groups have independently monic oscillator to derive an entropy relationship that takes
developed methods for accomplishing this géail® All three into account both the spatig®) and temporalds) motional
methods follow a similar logic. The LipatiSzabo order  properties of the bond vectét.Finally, Yang and Kay
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3.0 Collectively, these approaches have numerous cave-
ats’1214239495Fjrst, NMR relaxation measurements are
limited to a subset of bond vectors within the protein (e.g.,
specific backbone bond vectors only). Second, the three
NMR relaxation parameters;, R, and NOE, from which
the order parameter is calculated, are generally not sensitive
to rotational motions slower than molecular diffusion (a few
- . nanoseconds); althoudita can be influenced by microsecond
§ " T to millisecond time scale conformational exchange, the order
poois parameter does not reflect these motions. Third, the NMR
TS 2, relaxation parameters are not sensitive to translational
el motions. Fourth, relaxation measurements are insensitive to
rotations about the heteronuclear bond vector. Finally, all
20 three methods for estimation of conformational entropy
05 06 07 08 09 1.0 strictly apply only to isolated bond vectors. If the total
s? conformational entropy of the system is to be calculated,
finel we are forced to make the assumption that each bond vector
in conformational free energyAGeon) @and changes in model-free _moves_lndepgandent_ly of eac_h other bond ve(_:tor. As d.lscussed
order parameters\Geoy values were calculated using the Yang " section 2, it is quite possible that the motions of different

and Kay diffusion-in-a-cone relationship, eq 37 (solid lines), and 9roups within a protein are coupled to (or correlated with)
the approximate relationship of Akke et al., eq 38 (dashed lines), each other, which would invalidate this assumption of

at a temperature of 2%C. S, values are 0.5 (top), 0.6, 0.7, 0.8, independence. The first four caveats would tend to result in
and 0.9 (bottom). Note that the rangeS®fvalues shown is thatin  a reduction of the estimated conformational entropy, whereas

©

E 2
® =05
[} B initial T

Figure 6. Simulations showing the relationship between changes

which both relationships are valid. the final caveat would result in an increase in the estimated
Table 9. Relationships between Order Parameter Changes and entropy relatlve to the correct value, SO there may be some
Conformational Entropy Changes cancellation between these systematic errors. Moreover, the
— . - main application of these conformational entropy estimates
citation change in conformational entropy eq . . . . .

is to investigate thechangesin conformational entropy
N 3—-(1+ 8§'ﬁna|)1’2 between different states of the same protein (e.g., free and

Yang and Kag®  AS, = kZ'” s ligand-bound states), not tladsoluteconformational entropy
=T |3~ (14 8Y i) of the molecule. It would be reasonable to propose that these
no[1- 912 systematic errors remain quite similar in the different states

Akke et al2c AS, = kZ'” Z il 38 of a protein, so again they might partially cancel when

& |1- qzmmal changes in conformational entropy are considered. On the

other hand, a change in, for example, the degree of dynamic
* ASuont is the change in conformational free energy between two coypling could play a role in regulating binding affinity,

states, denoted initial and final, such t#ekon = Sontinal = Sontinitai cooperativity, or catalysis (see section 2.3). To assume that
N is the number of bond vectorsS= VS © Sy, Fina > 055 such changes are absent might be to overlook some of the

most interesting physical effects underlying the function of
reported calculations for 10 different probability distributions the protein.
for bond vector orientations, observing, not surprisingly, that  Despite their limitations, the above methods for relating
calculated entropy values can be sensitive to the choice ofmodel-free parameters to entropy have been applied to a wide
probability function?® In particular, as the complexity of the  variety of proteins and their complexes (see sectioh-#).
model (i.e., the number of degrees of freedom in the model) In addition, for cases in which dynamics parameters have
increased, the absolute value of the entropy change cor-been obtained at more than one temperature, conformational
respondingly increased for a given change in order parameterentropy values have been used to calculate heat capacity
To better understand which motional model best described changes associated with the changes in the motions of bond
the motions of protein vectors, Yang and Kay calculated an vectors. Heat capacityCf) is the dependence of enthalpy
“entropy versus order parameter” profile from a 1.12 ns on temperature (d/dT) or the dependence of entropy on the
molecular dynamics trajectory fd&scherichia coliribonu- natural logarithm of temperature$f In T). Heat capacity
clease HI. This profile was in good agreement with the changes are of interest because they control the curvature
relationship predicted from the diffusion-in-a-cone model. of free energy versus temperature profiles, thus influencing
Thus, the diffusion-in-a-cone relationship has become the the stabilities of proteins and their complexes at extreme
most frequently employed method of calculating conforma- temperature®® Traditionally, heat capacity changes have
tional entropy values from NMR-derived order parameters. been taken to indicate changes in solvent-exposed surface
Figure 6 illustrates that the Yang and Kay diffusion-in-a- area (the formation or breakage of hydrophobic interac-
cone relationship (eq 37, Table®®and the approximate tions)?” However, Freire and colleagues have shown that
relationship of Akke et al. (eq 38, Table 9) correspond closely the intrinsic heat capacity of a protein includes contributions
to each other for squared order parameters in the range offrom fluctuating covalent and non-covalent interactighs,

0.5—-1.°* Throughout most of this range, an increas&inf suggesting that changes in these structural fluctuations
0.1 for a single bond vector corresponds to an increase in(conformational heat capacity chang&sZ, cony) could con-
conformational free energy of0.15-0.45 kcal mot™. Thus, tribute to the overall heat capacity change for a binding or

similar changes for several bond vectors could potentially unfolding event. This latter contribution to heat capacity can
have a substantial effect on the stability of the protein. be estimated from the conformational entropy values calcu-
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lated at two or more temperatureSytont = dSondd In T). 60
Conformational heat capacity values determined in this way
are subject to the same caveats previously detailed for
conformational entropy estimates, as well as the assumption
that heat capacity does not vary over the temperature range
sampled. Although the latter assumption is not strictly
correct® it is a reasonable approximation over the small
temperature ranges generally sampled by dynamics stud-
ies_lOO,lol

As an alternative to the calculation of conformational heat
capacity, the temperature dependence of order parameters
can be expressed in terms of a characteristic temperdttixe (
which represents the density of thermally accessible con-
formational energy states for each bond veétdrThe

Backbone Dynamics Studies

H H H H OO~ NMOTOONMNODDO—ANMT W
characteristic temperature of a particular bond vector is §§§§§§§§§§§§§§§§§

calculated from the slope of a linear fit of (1 S versus
temperatureT) according to the relationship Year
Figure 7. Histogram of number of backbone dynamics studies each
3 _d1-9 (39) year since 1989.
2T* dT
has become apparent that in order to gain an understanding
For temperatures higher than the characteristic temperaturepf the functional role of fast dynamics, it is necessary to
an increase in temperature allows access to many additionatompare the changes in dynamics between different states.
conformational states, whereas for temperatures substantiallylConsequently, a number of studies have now investigated
below the characteristic temperature, an increase in temperthe influences of changes in ligand bindifig 25142
ature results in access to relatively few additional confor- mutations}?6143152 temperaturg2°5106-103,111,135,153156 preg-
mational states. Thus, a low characteristic temperature surel®” oxidation staté®® 164 and pH®>1650n the flexibility
corresponds qualitatively to a high conformational heat of protein backbones. In the following sections we highlight
capacity and vice versa. several of these comparative studies that have shed light on
Recently, Palmer and co-workers have introduced an the possible contributions of dynamics to protein stability,
additional approach to represent the temperature dependencthe thermodynamics of ligand binding, and enzymatic

of order parameter$3-1%4defining the parametek, which activity.
is related toT* (see above), as
4.2 Effects of Ligand Binding
din1—9 . . :
A=W (40) A substantial number of NMR dynamics studies have

examined the effects of binding a ligand (small molecules,

As for T*, A can be readily obtained from the slope of a metal io_ns, peptides, nucleic acids3 etc.) upon the dynamics
linear fit of In(1 — S versus InT. Furthermore, experimen- of protein backbones. These studies have begun to reveal

tally determined values oA (in combination with order ~ the role that dynamics can play in regulating the affinity,

parameters) can be used to define the shape of the potentiafPeCificity, and even cooperativity of binding events. Because
well for orientational fluctuations of NH groués104 the effects of ligand binding upon backbone dynamics have

been reviewed previoushki?3%the discussion herein focuses
primarily on work published within the past five years, with
brief mention of some particularly noteworthy earlier studies.
Induced Fit Binding (Reductions in FlexibilityBinding
4.1. Overview events are characterized py the formation of new interactions
o (hydrogen bonds, salt bridges, van der Waals and hydro-
Since Kay et al. first described the application 6f- phobic interactions, etc.) that give rise to specific recognition
detected 2D methods and model-free analysis to probe thebetween a protein and its ligand. Although these interactions
fast time scale backbone motions of staphylococcal nu- are thermodynamically favorable, they are offset by the loss
cleas€!’ the number of backbone dynamics studies described of favorable interactions between the binding surfaces and
in the literature increased steadily to about 50 per year in the solvent and the loss of rotational and translational entropy
2001 but subsequently decreased slightly (Figure 7). Tableassociated with bimolecular association. In general, one
10 contains a comprehensive list of these studies. Amongmight also expect the flexibility of the interacting partners
them, ~77% have exclusively employed the model-free to be reduced in the bimolecular complex so as to optimize
formalism for interpretation of relaxation parameters and the strengths of the new interactions. In this sense the
~10% have used only reduced SDM. An additiondl2% formation of the new interactions and the reduced flexibility
have presented data interpreted with both the model-freeof the interacting groups represent a classical case of
formalism and either full or reduced SDM and only the enthalpy-entropy compensation. In accord with this “in-
remaining<2% have used an alternative method of analysis. duced fit" binding model, backbone dynamics studies
A substantial proportion of these past studies have examinedexamining ligand-binding effects suggest a general trend in
the protein of interest under only a single set of physical which backbone amide bond vectors display decreased
and chemical conditions, often in conjunction with structural flexibility on a fast time scale and thus loss of conformational
studies performed under the same conditions. However, itentropy upon ligand binding. In some cases, a large propor-

4. Applications to Specific Proteins and Their
Complexes
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Table 10. Published NMR Relaxation Studies of Fast Backbone Dynamics in Proteiits

method of
protein form(s) analysi§ first author (year) ref
Small-Molecule-Binding Proteins
ABC transporter MJ1267 free and bound to ADP-Mg rSDM Wang (2004) 204
acyl carrier protein from oxytetra- free MF Findlow (2003) 205
cycline polyketide synthase
acyl-coenzyme A binding protein free and palmitoyl-coA-bound none Rischel (1994) 114
B2-glycoprotein |, phospholipid- intact protein and cleaved (K3%7 MF Hoshino (2000) 206
binding domain V T318 peptide bond) protein
cellular retinol-binding protein | apo and retinol-bound MF Franzoni (2002) 109
cellular retinol-binding protein | apo and retinol-bound MF Lu (2003) 207
cellular retinol-binding protein II retinol-bound MF Lu (2000) 106
cellular retinol-binding protein Il apo and retinol-bound MF Lu (2003) 207
cellular retinol-binding protein Il apo MF Lu (1999) 208
fatty acid-binding protein (bovine heart) free MF Lucke (1999) 209
fatty acid-binding protein free MF Gutierrez-Gonzalez 210
(human epidermal-type) (2002)
fatty acid-binding protein (intestinal) free and I-FABP-bound MF Hodsdon (1997) 112
fatty acid-binding protein (muscle) free MF and rSDM Constantine (1998) 211
FKBP-12 free MF Cheng (1993) 212
FKBP-12 FK506-Bound MF Cheng (1994) 116
frenolicin acyl carrier protein holo MF Li (2003) 213
ionotropic glutamate receptor GIuR2, free MF McFeeters (2002) 214
extracellular ligand-binding (S1S2) core
lipid binding protein (porcine ileal) free MF Lucke (1999) 209
lipid-binding protein (adipocyte) free MF and rSDM Constantine (1998) 211
major urinary protein | free and pheromone-bound MF Zidek (1999) 130
major urinary protein | free and pheromone-bound rSDM Krizova (2004) 135
neocarzinostatin apo MF Mispelter (1995) 215
neocarzinostatin apo MF Izadi-Pruneyre (2001) 216
Cytokines, Growth Factors, and Peptide Hormones
atrial natriuretic peptide reduced and oxidized MF and rSDM Peto (2004) 217
eotaxin free MF Ye (1999) 167
eotaxin free MF Crump (1999) 218
eotaxin-2 free MF Mayer (2003) 169
eotaxin-3 free MF Ye (2001) 168
fractalkine free MF Mizoue (1999) 219
hereguline,, EGF-like domain free rSDM Fairbrother (1998) 220
human acidic fibroblast growth factor 1 free and bound to sucrose octasulfate MF Chi (2000) 121
human granulocyte colony stimulating factor free MF Zink (1994) 221
human growth hormone free MF Kasimova (2002) 165
human parathyroid hormone<{B4) micelles rSDM Scian (2005) 222
interferon (human, type 1) receptor subunit 2, free MF Chill (2004) 223
extracellular domain
interleukin-18 free MF Clore (1990) 60
interleukin-3 truncated, multiple substitutions MF Feng (1996) 224
interleukin-4 free MF Redfield (1992) 225
interleukin-8 free MF Grasberger (1993) 226
leukemia inhibitory factor (human- free MF van Heijenoort (2000) 227
murine chimera)
leukemia inhibitory factor (murine) free MF Purvis (1997) 228
macrophage inflammatory proteir1 wild-type and F13A variant MF Kim (2001) 229
macrophage migration inhibitory factor free MF Muhlhahn (1996) 230
mature-T-cell proliferation (F8'¢"Y), free rSDM Barthe (1999) 231
C12A mutant
melanoma inhibitory activity protein free MF Stoll (2003) 232
myeloid progenitor inhibitory factor-1 free MF Rajarathnam (2001) 233
platelet factor 4, 20-residue peptide partially folded state MF Daragan (1997) 234
prolactin free MF Keeler (2003) 235
transforming growth facton free MF Li (1995) 236
transforming growth factqgf, extra- free MF Deep (2003) 237
cellular domain
viral macrophage-inflammatory protein Il free MF Liwang (1999) 238
Extracelluar Matrix, Connective Tissue, and Blood Coagulation Proteins
CD2 adhesion domain (glycosylated) free rSDM Wyss (1997) 239
collagen, fragment.3-chain type VIC- free MF and rSDM Sorensen (1997) 240
terminal Kunitz domain
fibrillin-1, cbEGF12-13 domains CH-saturated MF Smallridge (2003) 241
fibrillin-1, TB6-cbEGF32 wild-type and N2144S MF Yuan (2002) 242
(Marfan syndrome) mutant
fibrillin-1, calcium-binding epidermal growth ~ C&*-bound MF Werner (2000) 243
factor-like domains 3233
fibrillin-1, TGF-p binding protein- free MF Yuan (1998) 244

like domain
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Table 10 (Continued)

method of
protein form(s) analysi§ first author (year) ref
Extracelluar Matrix, Connective Tissue, and Blood Coagulation Proteins (Continued)
fibrinogeny-chain, 27-residue C- free MF Fan(1995) 245
terminal fragment
fibronectin, type 1, fourth and fifth free MF Phan (1996) 246
module pair
fibronectin, type 11l domain free MF Carr (1997) 247
neural cell adhesion molecule, free MF Thormann (2004) 248

immunoglobulin modules-13

plasminogen kringle 1 domain free and bound-@minocaproic acid MF Zajicek (2000) 249
plasminogen kringle 2 domain bound to antifibrinolytic agent MF Marti (1999) 250
trans-(aminomethyl)-
cyclohexanecarboxylic acid
tenascin, fibronection type Ill domain free MF Carr (1997) 247
tenascin, third fibronectin type Il denatured state rSDM Meekhof (1999) 251
domain
urokinase-type plasminogen activator, free MF Hansen (1994) 252

N-terminal fragment
Antibodies, Antibody-Binding Proteins, and Complement Proteins

anti-digoxin antibody, VL domain free MF Constantine (1993) 253
catalytic antibody NPN43C9, free and inhibitor g-nitrophenol)- MF Kroon (2003) 254
Fv fragment bound
complement receptor type 1 (CR1), free MF O’Leary (2004) 255
16th complement control
protein module
heavy chain variable domain H14 antigen-free MF Renisio (2002) 256
light chain 1 polypeptide free MF Wu (2003) 257
membrane cofactor protein (MCP), free MF O’Leary (2004) 255
first complement control
protein module
protein G, B1 domain free MF Barchi (1994) 258
protein G, B1 domain urea-denatured MF Frank (1995) 259
protein G, B1 domain free MF Seewald (2000) 72
protein G, B1 domain free MF Tillett (2000) 260
protein G, B1 domain 3 single-site mutants MF Stone (2001) 147
protein G, B1 domain 10 single-site mutants MF Mayer (2003) 148

protein G, B1 domain

protein G, B1 domain
protein G, B1 domain

protein G, B3 domain
protein G, third GA module
protein L, B1 domain

apolipoprotein ClI

bacterioopsin, residues-B6 and +71

bacterioopsin, residues-T1

bacterioopsin, residues 1-36

neuronal glycine receptar; subunit,
second transmembrane segment

neuronal nicotine acetylcholine
receptor, second trans-
membrance segment

neuropeptide Y

neuropeptide Y

opioid peptide E

phospholamban

adapter protein drk, N-terminal
region, SH3 domain
adapter protein drk, N-terminal
region, SH3 domain
adapter protein drk, N-terminal
region, SH3 domain
adenylate kinaseH. coli)
adenylate kinaseH. coli)
adenylate kinaseH. coli)

free MF and alternative
spectral density
analysis
free MF
free
density analysis
and frequency-
dependent approach
free MF
free MF and rSDM
free MF
Membrane-Associated Proteins
SDS micelles MF
solubilized in a 1:1 chloroform/ MF
ethanol mixture
solubilized in a 1:1 chloroform/ MF
ethanol mixture
1:1 chloroform/methanol mixture MF
micelles MF
micelles MF
micelle-bound MF
wild type and Ala-31, Pro-32 mutant MF
micelles MF
dodecylphophocholine micelles MF
Signal Transduction Proteins
folded and unfolded equilibrium MF and rSDM
folded and unfolded MF and rSDM
folded and unfolded MF
free and inhibitor-bound MF, SRLS, and GNM
free and inhibitor-bound MF
free and inhibitor-bound SRLS

Idiyatullin (2003) 156

idiyatullin (2003) 261

MF, alternative spectral Idiyatullin (2003) 156

Hall (2003) 262
Johansson (2002 263
Wikstrom (1996) 264
Zdunek (2003) 265
Orekhov (1995) 266
Orekhov (1994) 267
Orekhov (1999) 268

Yushmanov (2003) 269

Yushmanov (2003) 270

Bader (2001) 271
Bader (2002) 272
Yan(1999) 273
Metcalfe (2004) 274
Farrow (1995) 51
Farrow (1997) 275
Yang (1997) 100
Temiz (2004) 276
Shapiro (2000) 277
Shapiro (2002) 278
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method of
protein form(s) analysi8 first author (year) ref
Signal Transduction Proteins (Continued)
adenylate kinasee( coli) free MF and SRLS Tugarinov (2002) 279
fB-adrenergic receptor kinase free MF and rSDM Pfeiffer (2001) 198
pleckstrin homology domain
ArcB anaerobic sensor kinase, free MF Ikegami (2001) 280
phosphotransfer domain
BAS—like protein tyrosine phosphatase, free MF Walma (2002) 281
second PDZ domain
[-platelet-derived growth factor free and bound to phospholipase MF Finerty (2005) 282
receptor pTyr-1021 site peptide C-y1 C-terminal domain
Bruton’s tyrosine kinase, SH3 domains free MF Hansson (1998) 283
Cdc42Hs GDP-bound (inactive) and MF Loh (1999) 118
GMPPCP-bound (active)
Cdc42Hs F28L mutant, GDP-bound MF Adams (2004) 152
(inactive)
Cdc42Hs GMPPCP-bound, effector MF Loh (1999) 118
(PBD46)-bound
chemotaxis kinase CheA, CheY- free MF McEvoy (1996) 284
binding domain
chemotaxis kinase CheA, phospho- free MF Zhou (1995) 285
transfer domain
dynamin, pleckstrin homology domain free MF Fushman (1997) 195
Fyn tyrosine kinase, SH3 domain wild-type and F20L and F20V MF Mittermaier (2004) 144
hydrophobic core mutants
hematopoietic cellular kinase, SH2 free and phosphopeptide-bound MF Zhang (1998) 105
domains
hematopoietic cellular kinase, free MF Horita (2000) 197
SH3 domains
insulin receptor substrate 1, ST domain free and phosphopeptide-bound MF Olejniczak (1997) 117
neurogranin/RC3, calmodulin- free MF and rSDM Ran (2003) 286
binding protein and protein
C kinase substrate
p13TCP1 oncogenic protein free MF and rSDM Guignard (2000) 287
plghkad free rSDM Renner (1998) 288
p53, tetrameric oligomerization tetramer MF Clubb (1995) 289
domain, residues 312860
p67phox, C-terminal SH3 domain free and peptide-bound MF Dutta (2004) 290
p85a subunit of phosphoinositide 3- free and bound to a phospho MF Kristensen (2000) 291
kinase, C-terminal SH2 domain tyrosine-containing peptide
PBD46 Cdc42Hs-bound MF Gizachew (2001) 107
phospholipase €1, C-terminal SH2 domain free and bound to a phospho- MF Farrow (1994) 67
tyrosine-containing peptide
postsynaptic density-95 protein, second free MF Tochio (2000) 292
PDZ domain
pp60(c-src), SH3 domain free and bound to proline-rich MF Wang (2001) 125
peptide RLP2
protein kinase A, dimerization/ free and bound to kinase MF Fayos (2003) 128
docking domain anchoring protein Ht31pep
protein kinase B, PH domain free MF and rSDM Auguin (2004) 293
protein tyrosine phosphatase, low monomer and dimer MF Akerud (2004) 294
molecular weight
protein-tyrosine kinase-6, SH2 domain free MF Hong (2004) 295
sarcoplasmic/endoplasmic reticulum?Ga free and bound to AMPPNP MF Abu-Abed (2004) 296
ATPase, nucleotide-binding domain
smooth muscle myosin light chain Ca&*-saturated calmodulin-bound MF Chen (1993) 297
kinase (MLCK) calmodulin-
binding domain peptide
[-spectrin, pleckstrin homology domain free and Ins(1,4B)dund MF Gryk (1998) 298
transcriptional enhancer NtrC inactive (unphosphorylated), active MF Volkman (2001) 299
(phosphorylated), and
partially active
tyrosine phosphatase 1E (human) free and peptide-bound MF Fuentes (2004) 187
Metal-Binding Proteins
o-lactalbumin chimera with D-helix of lysozyme MF Tada (2002) 300
substituted by fluctuating
loop of a-lactalbumin
azurin reduced MF Kalverda (1999) 301
B-parvalbumin free and C&Saturated, wild-type MF Henzl (2002) 133
and S55D and G98D mutants
calbindin-Dy (Cat),-bound MF Kordel (1992) 170
calbindin-Dy apo and (Cé"),"-bound MF Akke (1993) 136
calbindin-Dy mutant with engineered EF-hand loop, apo MF Malmendal (1998) 302
calbindin-Dy (C&")1'-bound MF Maler (2000) 137
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method of
protein form(s) analysi8 first author (year) ref
Metal-Binding Proteins (Continued)
calcium vector protein, C-terminal domain  ?'Gsaturated MF and rSDM Theret (2001) 303
calcium vector protein, N-terminal domain free MF Theret (2001) 304
calmodulin Ca'-saturated MF Barbato (1992) 64
calmodulin apo and (G&);-bound MF Malmendal (1999) 305
calmodulin E140Q mutant MF Evenas (1999) 101
calmodulin Ca'-saturated, free and peptide MF Lee (2000) 306
(calmodulin-binding domain of the
smooth muscle MLCK)-bound
calmodulin Ca'-saturated, peptide (calmodulin- MF Lee (2002) 155
binding domain of the smooth
muscle MLCK)-bound, at five
temperatures (2273 °C)
calmodulin Ca'-saturated, free and bound to MF Wang (2005) 307
MLCK peptide
calmodulin dimer bound to dimeric bHLH MF Larsson (2005) 308
transcription factor SEF2-1/E2-2
calsensin C#-saturated MF Venkitara-mani 309
(2005)
cystein-rich protein 2 free MF Konrat (1998) 310
cystein-rich protein 2 R122A mutant rSDM Kloiber (1999) 65
FeyS, HiPIP protein free MF Bertini (2000) 311
(Chromatiumvinosun)
FesSs protein Bacillus schlegel)i free MF Bertini (2000) 311
metal-responsive element binding Zn?*-bound rSDM Potter (2005) 312
transcription factor-1 (MTF-1)
metallothionein-3 free MF Oz (2001) 313
parvalbumin F102W mutant MF Moncrieffe (2000) 314
S100B apo, homodimeric MF Inman (2001) 315
sarcoplasmic calcium binding protein Ca*-saturated MF Rabah (2005) 316
(Nereis dversicolon
troponin C, C-domain (chicken skeletal) Lasaturated, free and bound to MF Mercier (2001) 108
regulatory peptide (troponin 1-140)
troponin C, regulatory domain apo MF Gagne (1998) 317
(chicken skeletal)
troponin C, regulatory domain apo and C#-saturated MF Spyracopoulos (1998) 138
(human cardiac)
troponin C, regulatory domain Ca*-saturated MF Paakkonen (1998) 318
(human cardiac)
troponin C, regulatory domain calcium-free MF Spyracopoulos (2001) 153
(human cardiac)
troponin C, regulatory domain (Cat), MF Blumenschein (2004) 319
(trout)
Redox Regulatory, Electron Transfer, and Heme-Binding Proteins
apocytochromds free MF and rSDM Bhattacharya (1999) 320
apomyoglobin unfolded (8 M urea, pH 2.3) rSDM Schwarzinger (2002) 321
apomyoglobin partially folded state rSDM Eliezer (2000) 66
apomyoglobin unfolded state rSDM Yao (2001) 322
Cu(l) pseudoazurin free MF Thompson (2000) 323
cytochromebs oxidized MF and rSDM Kelly (1997) 324
cytochromebs reduced and oxidized MF Dangi (1998) 161
cytochromebs both equilibrium forms of reduced state MF Dangi (1998) 325
cytochromec (Bacillus pasteuri reduced MF Bartalesi (2003) 326
cytochromec' (Rhodobacter capsulatys carbon monoxide-bound MF Tsan (2000) 327
cytochromec; (Rhodobacter capsulatys free MF Cordier (1998) 328
cytochromecss,, functional domain reduced and oxidized MF Reincke (2001) 329
(Paracoccus denitrificans
ferricytochromese. reduced, oxidized, and oxidized MF and rSDM Assfalg (2001) 330
R98C variant
ferricytochromecss, free MF Russell (2003) 331
Pseudomonas aerugingsa
ferrocytochromes, (R. capsulatus free MF Flynn (2001) 332
flavodoxin (Cyanobacterium anabaeha oxidized, C55A mutant MF Liu (2001) 333
flavodoxin Oesulfaibrio vulgaris) reduced and oxidized MF Hrovat (1997) 159
flavodoxin fromAnacystis nidulans bound to FMN MF and rSDM Zhang (1997) 334
glutaredoxin-1 reduced and oxidized MF Kelley (1997) 160
Glycera dibranchiatanonomeric ferrous CO-ligated MF Volkman (1998) 335
hemoglobin 4
iso-1-cytochrome reduced and oxidized MF Fetrow (1999) 163
(Saccharomyces cerésiae)
plastocyanin reduced MF Ma (2003) 336
plastocyanin reduced and oxidized MF Bertini (2001) 164
plastocyanin (apo) unfolded rSDM Bai (2001) 337
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first author (year)

ref

method of
protein form(s) analysi§
Redox Regulatory, Electron Transfer, and Heme-Binding Proteins (Continued)
PsaE subunit of photosystem | free MF and rSDM
putidaredoxin (Pdx) reduced and oxidized MF
rubredoxin free MF
rusticyanin (Rc;Thiobacillus ferrooxidans reduced MF
thioredoxin @licyclobacillus free MF
acidocaldariu3 K18G/R82E mutant
thioredoxin E. coli) reduced and oxidized MF
thioredoxin E. coli) L78K core-packing mutant MF
thioredoxin E. Coli) partially folded fragment rSDM
thioredoxin chimerak. coli, human) oxidized MF
Regulators of Protein Translation, Folding, and Degradation
DnaJ chaperone protein Dnad(28) and DnaJ(1104) MF
peptide from heat shock protein 10 free rSDM
ribosome recycling factor free MF
translation initiation factor (elF4E) free, in micelles, and two nucleotideSDM
complexes in micelles
ubiquitin free MF
ubiquitin partially folded A state MF
ubiquitin free MF and Gaussian
axial fluctua-
tion model
ubiquitin free MF
ubiquitin free MF
ubiquitin free MF
ubiquitin free MF
Proteases
o-lytic protease free and inhibitor-bound rSDM
hepatitis C virus NS3 protease cofactor (NS4A)-bound MF
HIV-1 protease free and inhibitor-bound MF
HIV-1 protease inhibitor-bound MF
HIV protease free MF
HIV protease, inactive D25N mutant bound to substrate MF
matrix metalloproteinase 2, catalytic inhibitor-bound MF
domain
matrix metalloproteinase 2, second free MF
type Il module
savinase free MF
stromelysin, catalytic domain inhibitor-bound (3 forms) MF
subtilisin, pro-peptide natively unfolded MF
subtilisin, pro-peptide unfolded state Col€ole distribution
and MF
thioesterase/protease | (TEP-I) free MF
Protease Inhibitors
bovine pancreatic trypsin inhibitor analogue with disulfide bond MF
between Cys30 and Cys51 only
bovine pancreatic trypsin inhibitor free MF
bovine pancreatic trypsin inhibitor wild-type and Y35G mutant MF
bovine pancreatic trypsin inhibitor wild-type form with reduced and MF
methylated C14C38 disulfide
bond and reduced Y35G mutant
bovine pancreatic trypsin inhibitor single disulfide variant in partially MF and rSDM
folded state
bovine pancreatic trypsin inhibitor free MF
bovine pancreatic trypsin inhibitor multiple core mutants MF and rSDM
chymotrypsin inhibitor 2 and complex intact and complex formed by two ~ MF
formed by fragments of fragments (residues 269
residues 2659 and 60-83 and 606-83)
Cucurbita maximarypsin inhibitor-V free MF
Cucurbita maximarypsin inhibitor-V free MF
Cucurbita maximarypsin inhibitor-V wild-type and R50A and MF
R52A mutants
eglinC free MF and fSDM
eglinC free fSDM and rSDM
eglinC free MF
ovumucoid, third domain (Indian peafowl) uncleaved and cleaved MF
ovumucoid, third domain (turkey) uncleaved and cleaved MF
potato carboxypeptidase inhibitor free MF
Schistocerca gregariahymotrypsin inhibitor ~ monomer and dimeric precursor MF
Schistocerca gregaritrypsin inhibitor monomer and dimeric precursor MF
stefin A monomer and domain- MF

swapped dimer

Barth (2002)
Sari (1999)
Lamosa (2003)
Jimenez (2003)

Leone (2004)

Stone (1993)

de Lorimier (1996)

Daughdrill (2004)
Dangi (2002)

Huang (1999)
Landry (1997)
Yoshida (2003)
McGuire (1998)

Schneider (1992)
Brutscher (1997)
Lienin (1998)

Lee (1999)
Wang (2003)
Chang (2005)
Kitahara (2005)

Davis (1998)
Mccoy (2001)

Nicholson (1995)

Freedberg (1998)
Freedberg (2002)
Katoh (2003)
Feng (2002)

Briknarova (1999)

Remerowski (1996)

Yuan (1999)
Buevich (2001)
Buevich (1999)

Huang (2001)

van Mierlo (1993)
Smith (1995)
Beeser (1997)
Beeser (1998)
Barbar (1998)

Sareth (2000)

Hanson (2003)

Shaw (1995)

Liu (1996)
Cai (1996)
Cai (2002)

Peng (1992)
Peng (1995)
Hu (2003)
Song (2003)
Song (2003)
Gonzalez (2003)
Szenthe (2004)
Szenthe (2004)

Japelj (2004)

338
162
339
340
341

158

143
342
343

344
345

347

348
349

59

350
351

142
352

353

354

356
357

358

359
124

361

362

363

364
145
365

366

157
146
367

368
151
50

166
370
370
371
372
372
185
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method of
protein form(s) analysi8 first author (year) ref
Protease Inhibitors (Continued)
tissue inhibitor of metalloproteinases-1, free MF and rSDM  Gao (2000) 373
N-terminal fragment
tissue inhibitor of metalloproteinases 1 free and protein-bound MF Arumugam (2003) 134
Nucleases
o-sarcin ribonuclease free MF and rSDM  Perez-Canadillas 374
(2002)
barnase free and inhibitor-bound MF Sahu (2000) 122
binase free MF Pang (2002) 375
binase free MF Wang (2003) 95
ribonuclease A Free MF Cole (2002) 376
ribonuclease A free and inhibitor-bound MF Kovrigin (2003) 111
ribonuclease A (S peptide) free and S protein-bound MF Alexandrescu (1998) 377
ribonuclease H DomairH]V-1) free MF Powers (1992) 378
ribonuclease H DomairH]V-1) free MF Mueller (2004) 379
ribonuclease HIE. coli) free MF Yamasaki (1995) 380
ribonuclease HIE. coli) free MF Mandel (1995) 62
ribonuclease HIE. coli) free MF Yang (1996) 93
ribonuclease HIE. coli) free MF and rSDM  Mandel (1996) 102
ribonuclease HIE. coli) free MF and rSDM  Butterwick (2004) 381
ribonuclease Sa free MF Laurents (2001) 382
ribonuclease T1 free and inhibitor-bound MF Fushman (1994) 383
ribonuclease T1 free and inhibitor-bound MF Fushman (1994) 115
ribonuclease T1 free MF and fSDM  Engelke (1997) 384
staphylococcal nuclease free MF Kay (1989) 47
staphylococcal nuclease disordered 131 residue fragment MF Alexandrescu (1994) 385
staphylococcal nuclease free,Canhibitor-bound, “OB-fold” MF Alexandrescu (1996) 386
subdomain, denatured 131
residue fragment
staphylococcal nuclease folded and unfolded MF Yang (1997) 100
staphylococcal nuclease denatured 101 residue fragment MF Sinclair (1999) 387
Other Nucleic Acid-Binding Proteins
434 repressor, DNA-binding domain free MF Luginbuhl (1997) 388
Ada DNA methyl phosphotriester repair free MF and rSDM  Habazettl (1996) 389
domain
bacteriophage Pf3 free and complexed with d(A) rSDM Folmer (1997) 390
c-Jun, coiled-coil leucine zipper domain free MF Mackay (1996) 391
c-Myb, DNA-binding domain free and complexed with DNA MF Sasaki (2000) 113
cold shock protein A free MF Feng (1998) 392
core binding factor a, runt domain DNA-bound and CBFb-DNA-bound MF Yan (2004) 393
A-Cro repressor free MF Matsuo (1996) 394
enhancer-binding domain of Mu phage free MF Clubb (1996) 395
transposase
estrogen receptor DNA-binding domain free MF Wikstrom (1999) 396
fructose repressor, DNA-binding domain free rSDM van Heijenoort (1998) 397
FUSE-binding protein, KH domains 3 and 4 complex between two domains MF Braddock (2002) 398
GCN4, basic region leucine zipper domain free rSDM Bracken (1999) 399
genesis, winged helix DNA-binding domain free MF Jin (1998) 400
glutocorticoid receptor DNA-binding free MF Berglund (1992) 401
domain
glutocorticoid receptor DNA-binding free MF Wikstrom (1999) 396
domain
heat shock factor, DNA-binding domain free MF Damberger (1995) 402
heterogeneous nuclear ribonucleoprotein DO free and complexed with DNA and RNA MF Katahira (2001) 403
heterogeneous nuclear ribonucleoprotein K, free wild type, free mutant, and MF Baber (2000) 404
C-terminal KH domain mutant bound to SSDNA
HMG-1, A domain free MF Broadhurst (1995) 405
HMG box 1 of human upsteam binding factor free rSDM Zhang (2005) 406
Mason-Pfizer monkey virus nucleocapsid protein  free MF and rSDM  Gao (1998) 407
Mbp1 transcription factor, winged free and complexed with DNA MF and rSDM  Mclintosh (2000) 141
helix—turn—helix domain
Mrf-2, AT-rich interaction domain free and complexed with DNA MF Zhu (2001) 131
Musashi, RNA-binding domains 1 and 2 free MF Miyanoiri (2003) 408
nucleocapsid protein NCp7 of HIV-1 free and DNA-bound rSDM Ramboarina (2002) 110
Pho4, basic helix-loop-helix domain free, nonspecifically complexed with DNAMF and rSDM  Cave (2000) 140
and complexed with cognate DNA
protein HU free and complexed with DNA MF and rSDM  Vis (1998) 56
RNA polymerase’°subunit, region 4 free rSDM Poznanski (2003) 409
Sac7d chromatin protein free MF Kahsai (2005) 410
single-stranded DNA-binding (SSB) domain free and DNA-bound MF and rSDM  Bhattacharya 411
RPA70A from SSB replication protein A (2002)

Sox-5 (SRY-related HMG box)

free

MF Cary (2001) 412
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method of
protein form(s) analysi8 first author (year) ref
Other Nucleic Acid-Binding Proteins (Continued)
Saol0a, chromatim regulation and DNA free MF Kahsai (2005) 413
packaging proteinSulfolobus solfataricys
Ss010b2 chromatin organization and RNA free MF Biyani (2005) 414
metabolism proteinSulfolobus solfataricys
STAR/GSG quaking protein (pXqua), free MF and rSDM  Maguire (2005) 415
KH-QUAZ2 region
topoisomerase 1, C-terminal DNA-binding domain  free and complexed with ssSDNA MF Yu (1996) 129
transcription factor GAL4, residues-B5 free rSDM Lefevre (1996) 54
transcription factor IlIA, first three zinc- free MF Bruschweiler (1995) 81
finger domains
transcription factor Pu.1, ETS domain free MF Jia (1999) 416
transcription factor v-Myc, basic helix free rSDM Fieber (2001) 417
loop—helix, leucine zipper domain
transcriptional activator PUT3, residues-3100 free rSDM Walters (1997) 418
Trp repressor free MF Zheng (1995) 419

U1A, RBD1

U1A, RBD1
U1A, RBD1

U1A, RBD1 and RBD2
Vnd/NK-2 homeodomain

Wilms’ tumor suppressor protein (WT1)
Xfin-31 zinc finger

XPA, central domain

XPA, minimal DNA binding domain

Y-box protein 1 (human), cold shock domain

4-oxalocrontonate tautomerase

arsenate reductasBdcillus subtilig

biotin carboxyl carrier protein of acetyl-
CoA carboxylase

chorismate mutaségcillus subtilig

copper/zinc superoxide dismutase

cutinase

AS-3-ketosteroid isomerase
AS5-3-ketosteroid isomerase
AS5-3-ketosteroid isomerase

dihydrofolate reductase
dihydrofolate reductase

dihydrofolate reductase (type Il R67)

DNA ligase llla, BRCT domain

DNA polymerasg3, N-terminal domain

glucose permease IIA domain

glutathioneStransferase, human class
Mu (GSTM2-2)

hepatitis C virus N53 protein, helicase
subdomain 2

lipoate-dependent H protein of glycine
decarboxylase complex

lysozyme (equine)

lysozyme (hen)

lysozyme (hen)
lysozyme (hen)
lysozyme (human)
lysozyme, T70N (human)
lysozyme (T4)
metallof-lactamase
onconase

free, biomolecular complex between MF Mittermaier (1999) 139
U1A with RNA, trimolecular

complex between two U1A

proteins and polyadenylation

inhibition element

G53A and G53V mutants MF Showalter (2004) 150
Y13F, Q54E, F56Y and Y13F, F56Y  MF Kranz (1999) 149
mutants
free MF Lu (1997) 420
wild-type and H52R/T56W double MF Fausti (2001) 421
mutant, free and complexed
with DNA
free and bound to DNA rSDM Laity (2000) 422
free MF Palmer (1991) 74
free MF Ikegami (1999) 423
free and complexed with DNA MF Buchko (1999) 424
containing dhT or 64TC lesions
folded and partially unfolded states rSDM Kloks (2004) 425
Other Enzymes
free and inhibitor-bound MF Stivers (1996) 123
reduced and oxidized MF Guo (2005) 426
apo- and holo- MF Yao (1999) 119
apo- and transition state analogue-bound  MF Eletsky (2005) 427
reduced, dimeric wild-type and MF Banci (2000) 428
monomeric mutant
(F50E/G51E/E133Q)
inhibitor (phosphonate)-bound MF Prompers (1999) 429
free and steroid-bound MF Zhao (1996) 430
free and steroid-bound MF Yun (2001) 132
in presence and absence of MF Yun (2002) 431
5% trifluoroethanol
folate-bound MF Epstein (1995) 432
folate-bound, folate:DHNADPH-boundMF Osborne (2001) 180
folate:NADP)-bound
free and NAB#pound MF Pitcher (2003) 433
free MF and rSDM  Krishnan (2001) 434
free and complexed with sSDNA MF and rSDM  Maciejewski (2000) 435
free MF Stone (1992) 63
free and bound to substrate, product, MF McCallum (2000) 436
or inhibitor
free MF Liu (2001) 437
methylamine-loaded, oxidized and MF Guilhaudis (1999) 438
apoprotein
chimera with D-helix of lysozyme MF Tada (2002) 300
substituted by fluctuating
loop of a-lactalbumin
wild-type and R14, H15 deletion MF Mine (1999) 126
mutant, free and ligand-bound
free MF Buck (1995) 439
partially folded form MF and rSDM  Buck (1996) 440
free and (NA&hound MF Mine (2000) 127
free MF Johnson (2005) 441
wild-type and L99A core cavity mutant MF Mulder (2000) 173
free and inhibitor-bound MF Huntley (2000) 120

M1, Q1, M23L mutant and E1S mutant MF Gorbatyuk (2004) 442
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method of
protein form(s) analysi8 first author (year) ref
Other Enzymes (Continued)
orotidine 8-monophosphate synthase free MF Wang (1999) 443
phosphoglycerate mutase free MF Uhrinova (2001) 444
yo-resolvase, catalytic domain free rSDM Pan (2001) 445
superoxide dismutase monomeric, copper-free MF Banci (2002) 446
superoxide dismutase (copp&zinc), free MF Shipp (2003) 447
G93A mutant
thiopurine methyltransferase, N-terminal free and bound to ag-adenosyl- MF Scheuermann (2004) 448
deletion mutant methionine analogue
xylanase native and catalytically competent MF Connelly (2000) 449
covalent glycosyl-
enzyme intermediate states
Other Proteins
oD, de novo designed dimeric four- free MF and rSDM Hill (2000) 450
helix bundle
osD, de novo designed three-helix bundle free MF Walsh (2001) 451
actin severing and bundling protein villin, free MF and rSDM Markus (1996) 452
domain 14T
AFP1, anti-fungal chitin-binding protein free MF Campos-Olivas (2001) 453
albumin-binding partner PAB, second free MF and rSDM Johansson (2002) 263
GA module
o-helical peptide free MF and anisotropic Idiyatullin (2000) 454
diffusion model
o-helical peptide free MF, SDM, and Mayo (2000) 455
other models
antifreeze glycoprotein fractions-b free MF Lane (2000) 456
antifreeze protein free MF Daley (2002) 457
antifreeze protein from spruce budworm free, at 30 af@ 5 rSDM Graether (2003) 458
apolipoprotein E, residues 12683 in trifluoroethanol rSDM Raussens (2002) 459
barstar C40/82A mutant MF and rSDM Wong (1997) 460
barstar free MF and rSDM Sahu (2000) 461
p-hairpin peptide free specific motional Ramirez-Alvarado 462
models (1998)
cardiotoxin Il from Taiwan cobra free MF Lee (1998) 463
catabolite repression HPr-like protein Crh free MF Favier (2002) 464
(Bacillus subtilig
CBFS/PEPZ (Runx protein partner) free MF Wolf-Watz (2001) 465
chemotaxis protein CheW free MF Griswold (2002) 466
colicin E9 protein toxin (intact) free rSDM MacDonald (2004) 467
colicin E9 (residues161)-E9 DNase free MF and rSDM MacDonald (2004) 467
fusion protein
Q-conotoxin MVIIA precursor free MF Goldenberg (2001) 468
dynein light chain DLC8 free and bound to peptide Bim MF Fan (2002) 469
dynein light chain km23 homodimeric MF llangovan (2005) 470
green fluorescent protein free rSDM Seifert (2003) 471
hemolymph protein from mealworm beetle free MF Rothemund (1997) 472
HIV-1 gp41 envelope glycoprotein, N-terminal micelles MF Jaroniec (2005) 473
domain
human T-cell leukemia virus type-I capsid free MF Cornilescu (2003) 474
protein, N-terminal domain
human T-cell leukemia virus type-I capsid D54A mutant MF Bouamr (2005) 475
protein, N-terminal domain
LDL receptor, fifth and sixth A-module repeats individual modules LR5 and LR6 and rSDM Beglova (2001) 476
(LR5, LR6) the module pair LR5-6
low-density lipoprotein receptor containing EGF-A or EGF-AB MF Kurniawan (2001) 477
major coat protein (gVIlip) of filamentous solubilized in detergent micelles MF and rSDM Papavoine (1997) 478
bacteriophage M13
major coat protein from filamentous bacterio- micelles MF Williams (1996) 479
phage IKe
mature T-cell proliferation factor-1, C12A mutant rSDM Barthe (1999) 480
C12A mutant
melittin random coil monomer, helical MF Kemple (1997) 481
monomer, tetramer
monellin, single-chain variant double mutant MF Sung (2001) 482
olfactory marker protein free MF Gitti (2005) 483
outer surface protein A free MF Pawley (2002) 154
PAK pilin peptide free MF and rSDM Campbell (2000) 484
PAK pilin peptide free and bound to antibody MF and rSDM Campbell (2003) 485
Fab fragment
pilin N-terminally truncated monomer free MF Suh (2001) 486
polyomavirus T antigens, J domain free MF Berjanskii (2002) 487
prion protein (PrP), residues 2231 free MF Viles (2001) 488
prion protein (PrP), residues 9@31 free MF Viles (2001) 488
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Table 10 (Continued)

method of
protein form(s) analysi§ first author (year) ref
Other Proteins (Continued)
rous sarcoma virus, retroviral M Domain free MF McDonnell (1998) 489
SopE2 guanine nucleotide exchange factor  free MF Williams (2004) 490
(residues 69-240) Salmonella
sporulation protein SpoOF free MF Feher (1997) 491
thermostable protein Sso7d free MF Allard (1997) 492
thrombomodulin, fourth and fifth epidermal free rSDM Prieto (2005) 493
growth factor-like domains
toxin o free MF Guenneugues (1999) 494
transcription elongation factor elongin C bound to peptide MF and rSDM Botuyan (2001) 495
(Saccharomyces cerisia€)
villin headpiece domain, helical sub- free MF Vugmeyster (2002) 103
domain HP36
villin headpiece domain, helical sub- wild type and H41Y mutant MF Grey (2006) 496
domain HP67
zervamicin |IB, channel-forming peptide free MF Korzhnev (2001) 497
antibiotic

aThis table includes studies in which backbone (NH @HE dynamical parameters have been calculated from relaxation data, but does not
include studies in which one or more relaxation parameter(s) has/have been reported without the subsequent calculation of dynamics parameters.
b Although we have endeavored to make this table comprehensive up to December 2005, there may be studies that have been accidentally omitted.
In such cases, we invite readers to e-mail additional table entries to be published as an adéétdweviations used for methods of analysis:
MF, model-free; rSDM, reduced spectral density mapping; fSDM, full spectral density mapping; SRLS, slowly relaxing local structure approach;
GNM, Gaussian network model.

Cdcd42Hs

switch 1

w

PBD46 switch 11

Figure 8. (A) NMR structure of the Cdc42H&MPPCP-PBD46 complex showing the secondary structures of both Cdc42Hs (cyan) and
PBD46 (yellow). Switch I, switch Il, and the P loop are shown in white, and GMPPCP is shown in green. The regions that appear to
undergo mutual induced fit are thfi2-strand (cyan ribbon) of Cdc42Hs and the antipargitstrand (yellow ribbon) of PBD46, whereas

the switch | region (gray unstructured region) and the adjacent region of the peptide (yellow unstructured region) both remain mobile in the
complex. Reprinted with permission from ref 107. Copyright 2001 American Chemical Society. (B) Ribbon structure colored according to
the order parameters: blue, residues of Cdc42Hs that Havalues below 0.8; cyan, residues of PBD46 that h&ealues above 0.8;

green, residues of PBD46 that ha¥evalues below 0.8 and above 0.6; yellow, residues of PBD46 that ®axalues below 0.6 and above

0.4; orange, residues of PBD46 that h&&fevalues below 0.4 and above 0.2; red, residues of PBD46 that Havalues below 0.2.
Residues for whicl& has not been determined are shown in gray. Reprinted with permission from ref 107. Copyright 2001 American
Chemical Society.

tion of the protein undergoes a reduction in flexibility upon specifically in thes2 strand, which comprises part of the
binding%>*1 In other cases, the reduction in dynamics is PBD46 binding site (Figure 8). During formation of the same
limited to confined regions of the protel#%,**3often those  interaction the PBD46 peptide also displayed a decrease in
surrounding the ligand-binding sit¢™*> flexibility in a region that forms an antiparallgtsheet with
One issue in characterizing induced fit binding is whether o B2 strand of Cdc42Hs (Figure 8). It is particularly
one component acts as a template for structural rear_rangeinteresting that the switch | region (the loop region between
ment of the second component or whether each binding the al helix andf2 strand) remains highly flexible upon

partner becomes substantially more rigid during association, ) .
a situation we refer to as “mutual induced fit". One example complex formation and that the segment of the peptide that

of the latter that has been characterized using NMR relaxationthiS 100p contacts also maintains high flexibility. These
methods is the interaction between the GTPase Cdc42Hs andesults indicated that there is mutual induced fit between one
an effector peptide (PBD46), derived from the dimerization region of Cdc42Hs and its partner in the PBD46 peptide but
domain of p21-activated serine/threonine kinad&-18Upon that the interactions between another pair of elements are
binding the peptide, Cdc42Hs exhibited decreased flexibility, apparently insufficient to limit the flexibility of either partner.
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Our comparative dynamics study of the three eotaxin group (a) (
chemokines has also provided indirect evidence for mutual y
induced fit with their shared receptor CCR3. The transduction
of signals across the cell membrane by chemokine receptors /5.
(and also other G protein-coupled receptors) is thought to o
require a conformational change of the receptor induced by x
ligand binding. We found that receptor-binding regions of
all three chemokines are highly flexible, suggesting that they
also undergo induced fit to the receptor during their binding

eventsté7-169 'S N s
Increases in Flexibility Induced by Ligand Binding L - . ~ % ,
Despite the conventional view of binding in terms of induced- ;‘: L """ [
fit interactions governed by enthalpgntropy compensation, - w»-a‘-wu Fudy
* At [ JJU

several dynamics studies have indicated regions of proteins
whose flexibility actually increases upon ligand binding. In el
some instances significant increases in the flexibility of

specific groups were noted despite general reductions in
backbone motioAl®>1?1122|n other cases, ligand binding

appears to induce compensatory changes in backbone flex:

ibility with little change in protein flexibility overalf?-123-128 N
Among these studies some have indicated, rather surprisingly,

that residues with increased flexibility were located at the

ligand binding site. Kay and co-workers investigated the
backbone dynamics of the C-terminal SH2 domain of
phospholipase €1 and found overall similar trends in order
parameters between the free and peptide-bound forms of the

protein, yet increased flexibility of residues at the hydro-

phobic peptide-binding site upon complex formatfén.

Similarly, in a study of the dimerization/docking domain of

protein kinase A, Fayos and co-workers observed similar

?Veragl()e ?]lc'derdpg\rameter; b(cejtween freet a;(;ﬁpept'léie—boungigure 9. Two proteins in which increases in backbone dynamics
orms, butlound decreased order parameter residues occur at a ligand binding site. (a) Space-filling representation (left)

upon complex formation, many of which are located in the and ribbon structure (right) of the dimerization/docking domain of
hydrophobic peptide-binding groove (Figure 9&)In an protein kinase A bound to the prototype anchoring protein HI:31
earlier study of binding between a hydrophobic pheromone The right panel shows the two monomeric units of the dimerization/
and a mouse urinary protein, we also observed increaseddocking domain (yellow and orange) and the peptide (HI$1
flexibility of the hydrophobic binding pocké#® We specu- derived from the human thyroid anchoring protein Ht31 in red. The

. .~ .. left panel highlights the residues that undergo increases (red) and
lated that the replacement of ordered water in the binding gecreases (blue) in backbone flexibility upon binding to HE31

pocket with the hydrophobic groups from the ligand might Reprinted with permission from ref 128. Copyright 2003 The
reduce the structural constraints in the binding pocket, giving American Society for Biochemistry and Molecular Biology. (b)
rise to an increase in flexibility and a favorable change in Complex between MMP-3 (yellow) and N-TIMP-1, showing the
conformational entropy. Because peptide binding by the SH2 chgnges ]lcn”order %arameter?_ of Nl'T'g‘;;.l o binding, color
domain and the PKA dimerization/docking domain also icn"ﬂeexiﬁﬁitS ngosn(vgmeéﬁ]gig?é\é,eggzuse —0.|1n; Ic?rir?g%r,]—lgﬁeise
involve hydrophobic surfaces, the increases in dynamics in A2 < —0.05; green~0.05 < AS < 0.05; blue, 0.05 AS <
these systems could be influenced by a similar mechanism.0.1; dark blueAS? > 0.1. Reprinted with permission frodournal

A growing number of dynamics studies have noted of Molecular Biology 237(3), 719-734 (Arumugam et al.,

. : . . o Increased Backbone Mobility ifi-Barrel Enhances Entropy Gain
v_wdespre_ad _rather than Iocah;ed increases in flexibility upon Driving Binding of N-TIMP-1 fo MMP-3). Copyright 2003 Elsevier.
ligand binding!?*13% In an interesting recent example,

Arumugam and colleagues examined the backbone dynamicswo proteins can be driven by binding-induced, remote

126

v

108 o
N 1

20 a2

of the N-terminal domain of tissue inhibitor of metallopro-
teinases 1 (N-TIMP-1) upon binding stromelysin-1 (MMP-
3).134 Although the interaction occurs with nanomolar
affinity, it is enthalpically unfavorableXH = 6.5 kcal/mol)

increases in backbone flexibility within the core of a protein.
Releance of Dynamics to Binding Cooperdty. In

certain cases binding of a ligand can induce changes in the

flexibility of a protein not only at the binding site but also

and therefore entropy-driven. The NMR data indicated that at more distant positions in the protein structure. Section 5.4

binding induces a rigidification of residues within the MMP-
binding ridge of N-TIMP-1, but that remote regions within
the s-barrel core of N-TIMP-1 become more flexible upon
binding of MMP-3 (Figure 9b). The changes in backbone
amide bond flexibility contribute an estimatedl0.2 kcal
mol~* to the change in conformational free energy (entropy)
upon ligand binding, a substantial contribution to the binding
free energy. Thus, the N-TIMP-1:MMP-3 interaction is a
unigue example of how a high-affinity interaction between

is devoted to a discussion of these long-range effects. One
special case is the situation in which the remote site is also
a binding site for a second ligand. In this case, the change
in dynamics induced by the first ligand could affect the
affinity of the protein for the second ligand, that is, the
cooperativity of binding. The best characterized case of this
phenomenon is that of calbinding in which binding of

one calcium ion reduces the flexibility of both the first and
second calcium-binding sité%137:179This example is dis-
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cussed in more detail in the section on long-range effects
(section 5.4).

Ligand Specificity and Drug DesigiMany protein dy-
namics studies have found flexible regions close to ligand-
binding sites, often leading to the speculation that the
flexibility is required for the active site to undergo induced
fit to different ligands. In this sense, active site dynamics
can relax the ligand specificity of a protein, with important
consequences not only for the biological activity of the
protein but also for the development of drugs that target the
flexible active site. Support for this proposal can be obtained
by measuring the dynamics of the protein in the presence of
a ligand or, preferably, more than one ligand. o< 10ps Free Inhibitor-bound

One class of proteins for which dynamics could potentially N/A
influence binding specificity is nucleic acid-binding pro- rigyre 10. Structures of the free and inhibitor-bound forms of
teing¥- 141 because these proteins often bind with measurablethe B. fragilis metallof-lactamase color-coded according to
affinity even to noncognate nucleic acid sequences. To measured. values as indicated in the color bar. Note the faster
investigate the importance of dynamics in cognate versusmotions (less pink color) in the major (right) and minor (left) active
noncognate sequence recogr“tlon, Cave and Colleague§|te |OOpS upOf_] InthItOI’ blndln_g. Reprlnte_d W|th p_eI’mISSIon from
studied the changes in dynamics of the basic hetop— ref 120. Copyright 2000 American Chemical Society.
helix domain of the yeast transcription factor Pho4 upon
binding to either nonspecific or cognate DNR.Although
the DNA-binding basic region of Pho4 is a random caoil in

the absence of DNA, both cognate and nonspecific DNA 1,0 jramatically in both the major and minor active-site
induced a transition to a helical structure and resulted in

. ; L loops (Figure 10), indicating that these active site elements
almost identical secondary structure characteristics as well ps (Fig ) g

: e less restricted and move at higher frequencies in the
315 fast backt;pnelzl d){)namécs';ﬁggmzters. Oln the r?f[t?ter dhan hound statel?? The observed plasticity of the active site led
N€ nonspecitically boun #INA complex exnibite Huntley et al. to propose that the low specificity of this
line-broadening for residues within the basic region, appar- g,y me is related to its ability to mold its active site to a
en'gly bec'ause these res'd“‘?s.we.r? sampling multiple bas‘?/ariety of different substrates. Therefore, they suggested that
pair environments. The similarities between the sub-

qi le backb d ics of ificall derivatization of3-lactam-based antibiotics is likely to be a
nanosecond ime scalé backbone dynamics or nonspecitically,q | atively ineffective means of fighting antibiotic resistance
and cognate-bound PhedDNA complexes led the authors

mediated by metall@-lactamases; instead, targeted develop-
®ment of more effectivg-lactamase inhibitors may be a more
' successful approach.

Another example in which the analysis of fast backbone
dynamics has provided information relevant to both binding
specificity and drug design is the study of the matrix
metalloproteinase (MMP) stromelysin, which degrades pro-
tein components of connective tissue. The catalytic domain
of stromelysin, in particular, has been used as a target in the

role for backbone dynamics on the sub-nanosecond time
scale. Upon inhibitor binding, amide group order parameters
decreased slightly and internal correlation times decreased

is not substantially influenced by fast backbone dynamics
although fast side chain motions could still play a role. In
light of the above discussion of induced fit binding, it is
interesting that the backbone of Pho4 is restricted to a similar
extent (on the fast time scale) when binding to both
nonspecific and cognate DNA. It appears that the restricted
motions of the backbone either are intrinsic to the folded

state of the domain or are imposed by interactions with both design of MMP inhibitors to be used as drugs for treating

cognate and noncognate base pairs. o arthritis, cancer metastasis, connective tissue disorders, and
Several groups have addressed the relationship betweemther disease states exhibiting overexpression of MNR&
specificity and backbone dynamics in hydrolytic enzymes. yyan et al. have examined the backbone dynamics of
Davis and Agard determined the backbone dynamics of stromelysin bound to three different inhibitdf4. One
a-lytic protease ¢LP) both free and bound to the transition  jnhibitor binds to the $— Ss' subsites or right side of the
state analogue inhibitol\-tertbutyloxycarbonyl-Ala-Pro-  enzyme’s active site and the other two bind to the-S;
boroVal (Boc-Ala-Pro-BVal}*? oLP is specific for single,  subsites or left side of the active site. The apo form of
small hydrophobic residues at the cleavage position, but hasstromelysin was not directly accessible, so dynamics param-
broad SpeCIfICIty for residues ContaCting other regions of the eters measured for residues in the empty side of each
blndlng pOCket. Inhibitor blndlng did not SUbStantia”y affect inhibitor-bound Comp|ex were used to gauge the response
the fast time scale motions ofLP but caused a reduction  of amide group motion to inhibitor binding, under the
in chemical exchange processes on a slow time scale,assumption that the;SS; and §'-Ss' subsites are indepen-
particularly in regions of the binding pocket. The results dent. Inhibitor binding to the SS; subsites had relatively
suggested that the enzyme may also undergo induced fitjitle effect upon backbone dynamics; both the free and
binding to substrates (or even to the transition state during inhibitor-bound complexes are rigid in this region. However,
the catalytic mechanism), possibly providing an explanation inhibitor binding to the 8—S;' subsites resulted in a loss of
for the low substrate specificity away from the cleavage flexibility for active site residues combined with an increase
position. in flexibility of some surface residues. Interestingly, the
Although theoLP study indicated that slow time scale majority of MMP inhibitors bind to the S-S5’ subsites. Thus,
motions are most important in the response of active site the authors proposed that the ability of the-&' subsites
dynamics to inhibitor binding, a more recent study of a to undergo induced fit binding allows them to accommodate
metallof-lactamase fronBacillus fragilis has suggested a  a broader range of inhibitors, whereas the rigidity of the S
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S; subsites in both the free and bound forms may prevent Considering that core mutations are often disruptive to the
such accommodation and impose greater binding specificity. structure as well as the dynamics of the protein, it is possible
Consequently, they suggested that future efforts to designthat correlations between dynamics and stability will be easier
broadly active inhibitors of MMPs should be targeted against to observe when mutations are made on the surface of the

the §'-S;' subsites. protein. In this light, we and our colleagues have determined
both the backbone and side-chain methyl dynamics of 10
4.3 Effects of Mutations surface mutants of the B1 domain from streptococcal protein

) . G814 These mutants were all identical except for a
A number of groups have examined the effects of mutation gjngje residue located on the solvent-exposed surface of a
upon protein dynamics in attempts to elucidate the roles of g_sheet, yet they were previously known to vary in stability
internal motions in regulating the stabilities and/or functions ‘,yer a 22 keal/mol rangd Although both backbone and
of the proteins. The general approach has been to seleCtjge_chain conformational entropy values estimated from
mutants that are known to cause changes in stability, binding\vR-derived order parameters varied substantially among
affinity, or other functional characteristics and then to o 10 mutants (ranges of4.1 and 4.5 kcal/mol, respec-
cqlr:;pare the d_ynarzlcs d.Of thes% rgultants A’V'th those ﬁfr:hetively), these entropy estimates did not correlate with the
wild-type proteins. As discussed below, this approach has 45| stapilities of the mutants. The simplest interpretation
provided some interesting insights into the possible signifi- ot \hese results is that variations in conformational entropy
cance of fast internal motions. However, a fundamental 4, make a significant contribution to the relative stabilities

difficulty with the approach is that it is extremely difficult ¢ yhe mutants but that, not surprisingly, the overall stability
to introduce mutations that affect the fast time scale dynamics ¢ its from the balance between these changes and other

without also changing the average structure, the .Str“Ct”ralthermodynamic factors (in both the folded and unfolded
ensemble, and/or the slow conformational dynamics of the states).

protein. Therefore, it is important to carefully select mutants . . . . .
that cause minimal structural perturbations. In addition, itis = ©omparisons of Dynamics with Functidgeveral studies

advantageous to study several mutants and to correlate thd12ve compared the backbone dynamics of wild-type and
dynamics with the stability or function among the group of mutant proteins in which the mutation has an mfluenc_e_ on
mutants. function. In one example, a mutational approach was utilized

. - ; o : ; by the Hall group to better understand the role of backbone
Comparisons of Dynamics with Stabilitye first discuss L S > L

several studies in which the relationships between backbonedyn""m'.Cs in the R_NA_—bmdmg ?‘ff'“'ty and specificity of the
dynamics and protein stability have been investigated. One N-t€rMinal RNA-binding domain (RBD1) from human U1A
group of studies has addressed the influence of destabilizingpmte'.n' The stydy was guided by _the ob;ervatmn that
core mutations on protein flexibility. Not surprisingly, some mutation of three hlg_hly co_nsgrved amino Q.CIdS (Y13, Q54,
of these core mutations result in increased flexibility, and F56) affects b'r?d'”g gffl_mty_and specificity but that these
presumably reflecting the removal of steric constraints when gffects are nonadditive, indicating that the mutated residues
the wild-type core packing is disrupted. For example, de interact with eagch. other. The Y13F, F56Y, Y13F/F5§Y, and
Lorimier and colleagues found that mutating the thioredoxin Q4°E mutants® displayed small increases in flexibility for
core residue Leu-78 to Lys reduced the m&amalue from reS|du_es throughout the mutant proteins, the most consistent
0.86 to 0.81, thus indicating a global increase in backbone Of Which were observed for the RNA-recognition element
flexibility upon disruption of the hydrophobic co#Ina |abeled loop 3 (Figure 11A). The changes in dynamics for
more recent study, Mittermaier and Kay measured backbonell€ 100p 3 region in combination with the measured
and side-chain dynamics for wild-type, F20L, and F20V thermodynamic pairwise coupll_ng energies led the authors
mutants of the SH3 domain from the Fyn tyrosine kinkée. to propose that local cooperative interactions between the

They found that both mutations increased protein flexibility three highly conserved residues are communicated to the
and that the magnitude of the increase correlated with the "onconserved loop 3 region, thus affecting RNA binding.

reduction in side-chain volume of the mutated residue, IN @ subsequent study, Hall and colleagues used two
underscoring the influence of steric interactions on the 2dditional RBD1 mutants (G53A and G53V) to investigate

internal dynamics of protein cores. In contrast, the Golden- € hypothesis that the conserved residue GS53, located
berg group found a more complex influence of core muta- P&tween loop 3 and-strand 3 (Figure 11A), could provide
tions on dynamics in the bovine pancreatic trypsin inhibitor € necessary flexibility to r_ne(g(l)ate conformational changes
(BPTI). They studied seven mutants, each with a single Of 100p 3 upon RNA binding*® Although both mutants
mutation at one of five different sites within the cafe4 ~ displayed reduced RNA-binding affinity, NMR dynamics
Although these mutations destabilized the protein by ap- data |nd|catgd no significant dlfferencgs between th_e back-
proximately 3-8 kcal/mol, they were found to have a bone dynamics of the two mutant proteins and the wild-type
negligible effect on the fast time scale dynamics of BPTI. RBD1. Thus, it appeared that the RNA affinities of these
Instead, four of the mutants, representing two positions within !atter mutants were not dominated by dynamic changes.
the protein, exhibited increased conformational exchange on In a different comparison of dynamics with function, Cai
the slow (microsecondmillisecond) time scale compared and co-workers have utilized two mutants of Becurbita
with the wild-type protein and the remaining three mutants, maxima (potato family) trypsin inhibitor V (CMTI-V) to
suggesting the stability differences might be influenced by investigate the relationship of both backbone and side-chain
a redistribution of conformers within the structural ensemble flexibility to proteolytic stability, a critical determinant of

of the protein. Similarly, Mulder and co-workers found that protease inhibitor functiof! In each CMTI-V mutant, one
the cavity-forming mutation L99A in T4 lysozyme also of two arginine residues, R50 or R52, was mutated to alanine,
resulted in extensive motion on a microsecendillisecond thereby eliminating hydrogen-bonding interactions that tether
time scale, although picosecondanosecond time scale the protease-binding loop to the protein scaffold (Figure
motions were unaffected by this mutatibf. 11B). Replacement of either arginine residue by alanine
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resulted in a decreased stability of CMTI-V toward trypsin
proteolysis and hence a reduced inhibitory effect. As
anticipated, both mutations caused decreased order param-
eters and increased flexibility of binding loop residues,
reflecting the loss of the anchoring hydrogen bonds. How-
ever, the R52A-CMTI-V mutant displayed a slight decrease
in the mear® value for the N-terminal portion of the binding
loop (residues 3947), whereas the R50A-CMTI-V mutant
exhibited decreases & value for the entire binding loop,
with a dramatic decrease of approximately 0.3 in the mean
< values for the C-terminal portion of the loop (residues
45—47). Kinetic data indicated a lower activation free energy
barrier of specific hydrolysis for the R50A versus R52A
mutant, and thermodynamic studies showed that R50A was
destabilized by 1.7 kcal mol more than R52A relative to
wild-type CMTI-V. Collectively, the dynamics, kinetic, and
thermodynamics data led Cai and colleagues to propose that
although both arginine residues were required for optimal
inhibitory stability and function, mutating R50 not only
removes the R50 hydrogen bond but also results in a loss of
the R52 hydrogen bond. Thus, the R50 mutation causes a
greater increase in flexibility of the binding loop than the
R52 mutation, and this increase accounts for the larger
decrease of inhibitor stability in the R50 mutant.

In addition to influencing the activity of enzyme inhibitors,
dynamics could potentially influence the catalytic activity
of enzymes themselves (see section 2.3). Here we discuss
two enzymes in which this possibility has been investigated
using enzyme mutants, the glycosidase lysozyme and the
GTPase Cdc42Hs. For the case of hen lysozyme, the
backbone dynamics of a deletion mutant were compared to
the dynamics of the wild-type protein in both free and
N-acetylglucosamine [(NAG) substrate analogue-bound
forms1?6 The mutant, in which residues R14 and H15 were
deleted together (Figure 11C), has a higher activity against
glycol chitin and a decreased stability compared with wild-
type lysozyme. In the uncomplexed state, backbone dynamics
parameters of the wild-type and mutant proteins exhibited
no significant differences. However, in complex with the
substrate analogue the mutant protein displayed a more
significant increase in internal mobility on a fast time scale
compared with the wild-type protein. Furthermore, a greater
Binding number of residues in the mutant complex exhibited increases
. Site in conformational exchange contributions, including residues

R in the functionally important loop €D region (Figure 11C).
Figure 11. Structures of proteins for which effects of mutations One explanation of the increased conformational exchange
on dynamics and function are discussed. (A) Ribbon structure of terms is that the mutant protein can populate a particular
the RNA-binding domain 1 (RBD1) of the human UIA protein  minor conformation to a greater extent than the wild-type
(PDB file IURN) complexed with RNA. Residues Y13, Q54, and protein can populate this conformation. This minor form
F56 are blue, and their side chains are displayed in stick representa—might represent the catalytic conformation, providing an

tion. Residue G53 is magenta. Loop 3 (residues3®) is cyan. ; - . ;s
RNA is gray and displayed in stick representation. (B) Ribbon explanation for the increased catalytic efficiency of the

diagram ofCurcurbita maximarypsin inhibitor V (PDB file 1MIT). complex. Interestingly, Mine et al. proposed that the in-
Residues R50 and R52 are blue and magenta, respectively, andreased fast time scale motions of the mutant protein enable
their side chains are displayed in stick representation. The proteasg¢he mutant to overcome an enthalpic penalty associated with
binding loop (residues 3947) that contains residues that make populating the active conformation. Thus, it is possible that

hydrogen-bonding interactions with R50 and R52 is cyan. The arrow both the fast and slow motions play a role in regulating the
indicates the scissile peptide bond between residues K44 and D45€nzymatic activity.

colored black. (C) Ribbon diagram of hen egg white lysozyme,
complexed with triN-acetyl-chitotrioside [(NAGJ (PDB file An interesting recent study examined the possibility that
1HEW). Residues R14 and H15 are blue and magenta, respectivelynternal protein motion influences the signaling function of
and their side chains are displayed in stick representation. Loop cqc42Hs. a GTP-binding signal transduction protein and

C—D (residues 106107) is cyan. (NAG) is gray and displayed :
in stick representation. (D) Ribbon structure of Cdc4ZB3P member of the Ras superfami.Introduction of the F28L

complex (PDB file 1AJE). Residue F28 is blue, and its side chain mutation into Cdc42Hs (Figure 11D) destabilizes the interac-

is displayed in stick representation. The GDP binding site is tion with guanine nucleotides and increases GGDP
indicated. exchange leading to cell transformatifh.Adams and

A
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colleagues measured backbone dynamics parameters for the 15
GDP-bound (inactive) forms of wild-type Cdc42Hs and the AC =05
F28L mutant!®1%2The mutant displayed increased flexibility P
relative to the wild-type protein at residue 28 itself, in
addition to increased motion within the loops comprising
the nucleotide-binding site. On the whole, however, the order
parameter profile remained quite similar between wild-type
and mutant proteins, suggesting that increased GDP cycling
of the F28L mutant is related, at least in part, to confined
dynamic effects and leading the authors to conclude that local
changes in flexibility of a ligand-binding region can alter
entire signaling processes of a protein. Considering the
importance of related GTPases in numerous signaling
pathways, this result may have rather widespread signifi- 10
cance.

In summary, although the functional role of backbone 20 0 20 40 60 80 100
dynamics remains obscure for many proteins, careful com- Temperature (°C)
parisons between the functl'onal and dynamlpal properties Figure 12. Simulations showing the relationship betwe®@y_y
of protein mutants are beginning to reveal influences of ang temperature’C) for varyingAC, values AGy_ values were
dynamics on binding affinity and specificity, protein stability, simulated using eq 41 and values AH = 45 kcal mot! and
and catalytic function. These initial results should encourage AS= 120 cal K'* mol~* at a reference temperature of 5; AC,
future investigations in other systems. values are 0.5 (top), 0.6, 0.7, and 0.8 (bottom).

-1
AGN_U {kcal mol™)

4.4 Effects of Temperature and Pressure leading to high stability at both high and low temperatures,
. . . that is, increased melting temperaturégs)(and decreased
Although most previous studies of backbone dynamics 4 denaturation temperatureg)

have been conducted at a single temperature and pressure, paimer and colleague’s study of the backbone dynamics
there have now been several investigations into how thesess £ ol ribonuclease H (RNase H) at 12, 27, and &7

physical parameters influence fast protein motions. AS \yas the first NMR dynamics study to examine the effects
discussed in section 3.7, the temperature dependence of ordegs temperature upon fast protein internal motié#dn this
parameters can be interpreted in terms of the conformationalgy,qy order parameters and conformational exchange terms
heat capacity(p con) O the protein. Both protein unfolding  hoih'decreased with increasing temperature, whereas internal
and many binding events are accompanied by substantial;qreation times remained invariant to changes in temper-
changes in the heat capacity of the system. In general, the;;re The magnitudes of changes in order parameters were
major contribution to_these changes is the hydrophobic effect; ypserved to be structure-dependent, with the apparent con-
burial of hydrophobic surface area releases ordered wateromational heat capacities decreasing in the order C terminus
from these surfaces, giving rise to negative heat capacity - loops > secondary structure. In a subsequent backbone
changes. However, changes in the in_trinsic motional Ian_d- dynamics study of the Ga-saturated E140Q mutant of the
scape of the protein could also contribute to heat capacity ¢_terminal domain of calmodulin, Evenas and colleagues also
changes. Studying the temperature dependence of interagpseryed that apparent conformational heat capacities were
dynamics may provide important insights in this regard. — gjgnificantly lower in well-ordered regions and elements of
As temperature is increased the internal motions of proteins ge condary structure elements compared with flexible regions
also increase. The magnitude of this increase can beg,cp a5 the termini and loop&. Spyracopoulos et al. have
expressed in terms of.e|§herthe conformatlc_)nal heat capacitygted similar weak temperature dependencies of order
(Cp.con) OF a characteristic temperatufBy, with Coconr@nd  yarameters and low heat capacities for regions of secondary
T* being inversely related (see section 3.7). For the sake of ¢t/ ,cture in the protein troponin 3 Two further examples
consistency, the following discussion is stated in terms of ¢ ihis trend were observed by Yang and co-workers, who
Cpcon €Vven in cases for which the original analysis was examined the temperature dependence of order parameters
presented with respect @+ calculations. _ for both folded and unfolded states of staphylococcal
Relationship between Conformational Heat Capacity and  clease (SNase) and the N-terminal SH3 domain from drk
Protein Stability The free energy of protein unfolding is (N SH3)100 Both proteins exhibited considerably smaller
related to the unfolding enthalpptie) and entropy4Se)  packbone conformational heat capacities in the folded state
at some reference temperatuieq and the heat capacity  compared with unfolded state. All of these studies indicate
of unfolding (AG,, assumed to be independent of tempera- {hat the conformational heat capacities of folded proteins are

ture) by the equatich lower than those of the unfolded states. Thus, the increase
in conformational heat capacity upon unfolding makes some
AG = AH,¢; — TA§ + ACp[T — Tres = TIN(T/T )] contribution to the total positive heat capacity change,
(41) increasing the curvature of the free energy profile and

limiting the stability of the protein at extreme temperatures
The unfolding of proteins is typically accompanied by an (Figure 12).
increase in heat capacity that is approximately proportional In contrast to the above cases, there have now been several
to the nonpolar surface area exposed upon unfoltfing. observations of proteins in which the apparent conformational
Consequently, the unfolding free energy profile has a heat capacities of secondary structure regions are comparable
downward curve as shown in Figure 12. Decreased valuesto those of loops and termini. Our laboratory analyzed the
of AC, reduce the curvature of the free energy profile, dynamics of a small (56 residue), thermostallg ¢ 89
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°C) globular protein, the B1 domain of protein G, at six were slightly higher than those reported previously for the
temperatures over the range from 0 to ®0’2 Secondary =~ same proteiri? but discrepancies were attributed to an
structure elements as well as loops and termini exhibited heatincrease in the number of relaxation parameters acquired and
capacity values similar to those measured in unstructuredthe use of different approaches to analyze relaxation data.
regions of RNase H, SNase, and drkN SH3. Subsequently,Nevertheless, both studies agreed that the heat capacities of
Vugmeyster and co-workers examined the backbone dynam-secondary structure regions were high in comparison to the
ics of the thermostable helical subdomain, HP36, from the early studies discussed above. Interestingly, heat capacity
F-actin-binding headpiece domain of chicken villin, at five values were found to correlate with amide bond activation
temperatures ranging from 2 to 32, finding that the heat  energies and bot@, andE; values correlated with the free
capacity was near maximal in the folded st&feFinally, energies for transient exposure of NH groups within the
Pawley and colleagues studied the temperature dependenctolded B1 domain, derived from HD exchange measure-
of backbone dynamics in outer surface protein A (OspA) ments. These observations suggested that the response of the
from the Lyme disease bacteriuBorrelia burgdorferit®* fast time scale motions to temperature may be related to the
Again, they observed high conformational heat capacities mechanism that dictates opening of NH group hydrogen
in this folded protein, including in the unique single-layer bonds and H-D exchange, even though the latter occur on
B-sheet structure of OspA. The high conformational heat a much slower macroscopic time scale.
capacities in the folded states of these three proteins will Relationship between Conformational Heat Capacity and
tend to minimize theAC, values for protein unfolding.  Ligand Binding Although most temperature variation studies
Consequently, the stability profiles will have decreased of protein dynamics have focused on only one form of the
curvature, leading to stabilization of these domains at extremeprotein, usually the unligated form, two recent studies have
temperatures. Therefore, one possible strategy to attain highinvestigated whether conformational heat capacity changes
thermal stability is evolution of a structure that has a high upon ligand binding. The potential importance of confor-
intrinsic conformational heat capacity, that is, that can mational heat capacity in controlling ligand binding is
accommodate increased thermal fluctuations without sub-analogous to its role in dictating protein folding (eq 41 and
stantial disruption of the native fold. In this situation, Figure 12). A decrease in the heat capacity term upon binding
increasing the temperature leads to an increase in thewould tend to destabilize the complex at extreme tempera-
conformational entropy of the native state, hence stabilizing tures. Kovrigin and co-workers characterized the temperature
the native state relative to a protein with lower conforma- dependence of the backbone dynamics of bovine pancrea-
tional heat capacity. tic ribonuclease A (RNase A) in the free form and bound
Despite the above suggestions that conformational heatto the inhibitor 3-phosphothymidine(3-5)pyrophosphate
capacity contributes to overall protein stability, it is important adenosine ‘3phosphate (pTppAp):* Although both the free
to point out that the motions observed in these studies of and inhibitor-bound RNase A displayed decreased order
backbone!>N—H amide bond vectors represent only one Parameters as the temperature increased from 21 f€38
aspect of the conformational heat capacity in proteins. For the temperature dependence $f values for both states
example, in a study of a calmodulin bound to a peptide from indicated no significant contribution to thaC, for the
myosin light chain kinase over the temperature range of 15 Protein-ligand interaction. Nevertheless, changes in the
73 °C 155 Lee and co-workers found that the sensitivity of apparent conformational heat capacities were observed for
substantially smaller and less variable than the sensitivity Of backbone energetics upon RNase A binding to pTppAp.
of side-chain methyl group order parameters. Furthermore, In a contrasting study, Krizova et al. observed a slight
in a comparison between backbone dynamics as probeddecrease in the apparent backbone conformational heat
through measurements 6iN—'H amide and'3CO—3C, capacity when the mouse major urinary protein-I (MUP-I)
bond vector relaxation, Wang and colleagues found'that binds to a pheromoné&® This negative contribution to the
IH vector order parameters decreasedb%.5% over a ACGC, of binding corresponds with the large, negative overall
temperature range of-30 °C, whereas*CO—13C, vector heat capacity for pheromone binding by MUP-I, although
< values decreased by 10% over the same temperaturéhe dominant factor in this overall heat capacity is likely to
range® The authors concluded that protein backbone motions be hydrophobic association. The latter study utilized a novel
activated at room temperature are not always sensed by theapproach in which the order parameters and characteristic
amide bond vector, and additional NMR relaxation experi- temperatures were obtained simultaneously through global
ments are necessary for a more complete estimation ofanalysis of the multiple-temperature data.
protein backbone motions. Clearly, additional temperature ~ Much work remains to be done to understand the possible
variation studies are needed to explore the conformationalroles of conformational heat capacity in regulating the
heat capacities of proteins in more detail. thermodynamics of proteirligand binding. As with the

Activation Energies for Fast Internal Motiondn an above studies of protein stability, this component of binding
interesting recent study, Idiyatullin et al. investigated the thermodynamics may be particularly significant in interac-
temperature dependence of both order parameters and interndions from thermophilic species.
correlation times in the B1 domain from protein G in the Pressure Dependence of Dynamite date, a single study
range of 5-50 °C.*%¢ An internal motional activation energy, has examined the influence of pressure upon fast time scale
E, for each amide bond vector was derived from the internal motions of protein backbones. Sareth and co-workers
temperature dependence of the internal correlation time.compared the backbone dynamics of BPTI at 30 and 2000
Residues with the highed; values were all involved in  bar!®” With the exception of small, isolated changesRn
hydrogen bonding and were concentrated in one region ofvalues, no significant changes were observed in relaxation
the protein, generally facing toward the hydrophobic core. or order parameters with increasing pressure. Initially expect-
The conformational heat capacities obtained in this study ing the compaction of BPTI as a result of increased
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pressur&™17° to cause decreased mobility of amide bond
vectors, the authors rationalized their results as follows. Both
IH and*®N chemical shifts were observed to change linearly
and reversibly with pressure between 1 bar and 2 ki3ar/®
indicating that no major conformational change, such as
protein denaturation, occurs in BPTI structure at 2 kbar, but
instead there are very slight changes in the population
distribution within the same native ensemble. The authors
proposed that the local conformational changes could be
approximated as linear functions of pressure, suggesting that
the local compressibility and hence the variations in local
volume are pressure-independent. The pressure-independent
fluctuations in volume are proposed to be the basis for the
insensitivity of fast time scale backbone motions to increasing
pressure.

4.5. Long-Range Effects and Correlated Motions

In the above sections on the effects of mutations and ligand
binding we have noted several cases in which these perturba-
tions have induced changes in the internal dynamics of a
protein at positions distant from the mutation site or binding
site. These situations deserve special attention because they
could provide insights into the underlying networks of
interactions that control the energetics of the protein (con-
formational entropy and fold stability) and the transmission
of functional information (allostery}® Below we discuss
several studies in which long-range dynamical perturbations
have been observed, discuss the possible general mechanisms
for these effects, and outline some recently developed

strategies to elucidate these mechanisms. Figure 13. Ribbon diagram of dihydrofolate reductase showin
Long-Range Effects upon Ligand Bindirgeveral of the thg location of regions i?] which the?/e are enhanced motions on t%e

cases in which ligand binding has induced distant dynamical picosecond/nanosecond time scale in (a) the occluded E:folate

changes have involved the binding of enzymes to substratebinary complex and (b) the closed E:folate:NAD&omplex. The

or product analogues or to inhibitors. One interesting example fibbon is color coded to indicat# value: blue S > 0.8; orange,

is that of dihydrofolate reductase (DHFR), for which Osborne 0-71 < & < 0.8; red,& < 0.70. The radius of the ribbon is also

. g : increased to reflect the decreaseStvalues. Bound folic acid and
and co-workers have examined three ligapdotein com- NADP* are green and yellow, respectively, and displayed in stick

plexes: (1) DHFR and the substrate analogue, folate rgpresentation. Reprinted with permission from ref 180. Copyright
(E:folate); (2) DHFR, folate, and the cofactor 5,6'd|hy' 2001 American Chemical Society.

droNADPH (E:folate:DHNADPH); and (3) DHFR, folate,
and the oxidized cofactor NADRE:folate:NADP").18° The binding to the substrate analogue, Nkacetyl-chitotrioside
backbone dynamics of E:folate and E:folate:DHNADPH, [(NAG)3] by Mine and colleague¥’ In this study, residues
referred to as “occluded” complexes, were essentially the remote from the active site at the C-terminal region of the
same with the exception of small changes in order parametersenzyme displayed both significantly increased and decreased
for residues near the folate-binding site. On the other hand, order parameters, suggesting to the authors that the internal
the “closed” E:folate:NADP complex exhibited significant  motions of the enzyme are closely linked to substrate binding.
changes in dynamics compared with the occluded complexes Several examples have been described in which binding
(Figure 13). In most cases, changes in dynamics parametersof inhibitors to enzyme active sites induced changes in the
such as those observed in the Met20 ardaHoops, could dynamics distant from the active site. Upon binding of the
be rationalized in terms of conformational changes between competitive inhibitorcis,cismuconate to the enzyme 4-oxalo-
complexes. However, the adenosine binding loop, which is crotonate tautomerase (4-OT), residues in direct contact with
>18 A away from regions of conformational change, the inhibitor as well as numerous residues outside the active
displayed slower subnanosecond motieptérms needed  site exhibited both increases and decreases in order param-
to fit the relaxation data for a larger number of residues) in eters!? Of the nonactive site residues, six showed decreased
the E:folate:NADP complex. The authors noted that mo- flexibility and two showed increased flexibility. In particular,
tional coupling between residues of the adenosine-binding significant changes in order parameters upon inhibitor
site and regions surrounding the substrate-binding site binding were observed in the distgtit-strand, which forms
has been observed in molecular dynamics simulations aspart of the 4-OT dimer interface. Here a pattern of increases
well as ensemble-based computer modeling studies ofand decreases in order parameters was observed in which
DHFR18L18thys providing additional support for a long- backbone amide groups participating in intersubunit hydrogen
range network of interactions between the adenosine-bindingbonds showed decreased order parameters (increased mobil-
loop and the active site. A recent review by Schnell et al. ity) and amides participating in intrasubunit hydrogen bonds
summarizes the dynamics of DHFR on a variety of time showed increased order parameters (decreased mobility),
scaleg'®? suggesting to the authors that inhibitor binding tightened
Another dynamics study probing the long-range effects intrasubunit interactions at the expense of remote intersubunit
of substrate binding is the investigation of human lysozyme interactions. Yun and colleagues obtained similar results from
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their study of the backbone dynamics of free and steroid Site | Site Il
inhibitor-boundAS-3-ketosteroid isomerase (KS# Upon
binding 19-nortestosterone hemisuccinate (19-NTHS) resi-
dues in thep4-strand exhibited decreased flexibility in
contrast to the remaining-sheet strands58, 55, and6),
which all increased in mobility. Whereas some regions of
the f4—/6 -sheet come in direct contact with 19-NTHS,
other regions of the sheet are rather remote from the steroid
inhibitor, suggesting some long-range transmission of dy-
namics changes. Yun and co-workers have likened the
contrasting increases and decreaseg-strand order pa-
rameters of KSI to those changes observed in 4-OT upon
inhibitor binding; proposing that binding of 19-NTHS causes
increased mobility in the intersubunit region of KSI. A third
enzyme-inhibitor study is the reduced spectral density
mapping analysis by Davis and Agard aflytic protease
(aLP) binding to the competitive inhibitaX-tert-butyloxy-
carbonyl-Ala-Pro-boroVal?? Residue 1172, which is-10

A away from the inhibitor, displayed significant changes in
J(0) upon inhibitor binding. Interestingly, this residue was Figure 14. Ribbon diagram of calbindin & (PDB file 2BCA).
implicated by a previous scanning alanine mutagenesis study’ne N-terminal (left) and C-terminal (right) EF-hand motifs are
as a distant, but key, modulator at.P activity 84 leading orange and green, respectively, with the calcium-binding loops

. : within these motifs red and blue, respectively. Atoms involved in
Davis and Agard to propose that 172 could be dynamically calcium coordination are shown in stick representation. For residues

coupled as well as functionally coupled to the substrate A14, E17, D19, and Q22 (site ) and E60 (site II), coordination
binding pocket ofoLP. Finally, Sahu and colleagues have occurs through backbone carbonyl groups, whereas for residues E27
examined the backbone dynamics of the ribonuclease bar-(site I) and D54, N56, D58, and E65 (site l), coordination utilizes
nase, both free and in complex with the protein inhibitor side_-ch_ain functional groups. The linker between the two EF-hand
barstar. They observed an overall increase in average ordef°tifs is yellow.

parameters upon inhibitor binding but noted significant . ) ) )

decreases in order parameters of five residée®f these, N the C-terminal region of the protein deimonstrated de-
four are located at or near the binding interface, but one ceased flexibility in the (C&), and (C&"), states as
residue, D22, which displayed a decrease in order paramete£0mpared with the apo state, despite the lengthy distance

between the free and bound forms, is located on the face of oM either binding sites | or ##%17°In a more recent study,
the protein opposite that of the ligand-binding site. the same group examined the dynamics of the site | half-

" . . saturated [(CH),] form of a N56A calbindin mutant’ They
_In addition to the above enzyméigand complexes, ligand  gpseryed that Ga-binding to site | in the NS6A mutant
binding to noncatalytic proteins can also induce distant

X i . o reduces the mobility of both G&binding motifs (i.e. site |
changes in protein dynamics. For example, Olejniczak and 4 |1y compared with the apo state, and that the reduction
colleagues have observed changes in backbone dynamics ofy feyiility at the remote site Il is very dramatic. If these
the phosphotyrosine-binding domain of the insulin receptor

: . changes are analyzed in terms of contributions to backbone
substrate 1 when complexed with a tyrosipiiosphorylated  ¢qntormational entropies, it becomes apparent that over half
peptide derived from the interleukin 4 (IL-4) receptdft.

e ; . ._of the total conformational entropy change for site Il occurs
Upon binding the peptide, several residues that are not in

: - - - upon occupation of the first binding site, i.e., prior to?Ga
direct contact with the peptide became more motionally pinging to site Il itself. Chazin and colleagues have hypoth-

restricted. In particular, residues in the loop betwg8rand ggjzed that the long-range structural and dynamic changes
f4, located on the opposite side of the protein from the ,q,ced by binding of the first G4 ion lowers the free

peptide-binding site, exhibited increases in order parametersenergy cost for subsequent structural reorganization during
and internal correlation times, leading Olejniczak and co- he second binding step, hence providing a mechanistic
workers to propose that reductions in mobility were a result gy 1anation of the observed cooperativity of calcium binding.
of indirect contacts with the IL-4 peptide mediated by gjimjlar results were demonstrated in a dynamics study of
adjacent loops anfl-strands. the EF-hand containing regulatory domain of human cardiac

Finally, metal ion-binding can also cause long-range troponin C (cTnC) in the apo and &asaturated staté$?
changes in protein backbone dynamics. Probably the bestSpyracopoulus and co-workers observed that upofi-Ca
characterized case is that of the calcium-binding protein, binding to the functional site Il, flexibility decreases to a
calbindin Dy (Figure 14)'36:137.170Calbindin Dy is a small similar extent in both site Il and the nonfunctional site |.
protein that contains a pair of calcium-binding EF-hand Despite the fact that only site Il is functional and thus a
motifs and is involved in the intracellular buffering of cooperative C#-binding mechanism between sites | and Il
calcium ions. The Chazin group has analyzed the differencesis not observed, the finding that both sites of ¢cTnC are
between the apo form, the half-saturated form in which a dynamically coupled is consistent with the observed long-
cadmium ion is bound in site Il [(Cd),], and the calcium- range, site-site dynamic communication effects observed
saturated state [(€8),]. Four residues in calcium-binding in calbindin Dy Together, such results suggest that changes
loop Il displayed increased order parameters upon cadmiumin dynamics may be a conserved mechanism for regulating
binding to site Il and calcium binding to sites | and Il. cooperative CH-binding in EF-hand proteins. A recent
Binding of a Cd* ion to site Il also caused a slight reduction review by Kern and Zuiderweg discusses the roles of both
in flexibility in the remote site I. In addition, two residues fast and slow time scale motions in allosteric bindifg.
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Long-Range Effects upon Domain-Swappi8D domain (a) . AT Commmal
swapping of proteins involves the interconversion between it~ N\ o/
monomeric and twofold symmetrical dimeric forms of a E S L "

protein. The monomer is defined to consist of two “domains”
(a “domain” can mean any individual structural element or
group of elements) that are packed against each other. In/7
the dimer, the first structural element of one monomer packs *
against the second structural element of the other monomet \ L( ¥
and vice versa, such that each half of the dimer has a structure \A) —
almost identical to that of the monomer alone; the only

difference is typically in the linker between the two domains.

Therefore, the observation that dynamics of the monomer

and the dimer are different in a region distant from the linker (b) |

can be viewed as the transmission of dynamic information

from the linker to the remote region. Precisely this type of

effect has been observed by Japelj and co-workers for the

cysteine protease inhibitor, stefin A (Figure 18 .Under

native conditions stefin A forms a monomer. Under desta-

bilizing conditions (high temperature, low pH, chemical ‘
denaturant), however, stefin A forms a domain-swapped
dimer in which one domain consists @4, a-helix, andsB | 0%
of one subunit ang8C, AD, and SE of the other subunit. ™ "™

cEa R
SR L

HE"

&
N
Upon dimer formation, residues remote from the domain - . :
linker exhibited changes in dynamics (Figure 15). In D80S
particular, residues in the first half of the second binding 03 S 080
§
5
5
5
§

EIL T
08T
<= R

loop (betweersD andE) as well as the last residue in the 060=5:073
second half of the loop and the first residue i all :.:‘
displayed decreased order parameters relative to the mono  ,,
meric state. Notably, in the dimeric stgestrands D and E on
comprise one subunit and do not appear to undergo the
conformational change experienced by elements of the

protein at the domain-swapping interface (near the linker).

5

s

5
Possible Mechanisms of Long-Range Dynamic Effédts
of the above examples beg the following question: how does 078
the perturbation (ligand binding or domain swapping) give 0708
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rise to changes in dynamics at remote positions in the 060~ 52070
protein? There are several possible mechanisms. First, the
perturbation could induce a conformational change of the
protein, including the remote region, so the dynamical change

could merely reflect this structural difference. In this case, consists of two symmetrical subunits depicted in different shades,

It Is d'ﬁ'cu“ to attribute any functional outcome_ to the which are connected with a short linker region. One domain consists
dynamical change as opposed to the change in averagey strand A,a-helix, and strand B of one subunit and strands C, D,
conformation. A second possibility is that the perturbation and E of the other subunit. (b) Worm structures for the stefin A
induces a conformational change of residues located at andimonomer (left) and the stefin A dimer (right). The worms are color-
or near the site of perturbation, leading to a modification of coded according to measur&ivalues as indicated in the figure.
the strength of their interactions with residues located m‘ﬁ ";‘gmsis‘;fiotgef:’é%@z ni‘;%ﬁsrgﬁog;ogigfbglnf )'D'?/ﬁg”n;‘iiesd of
b(.atween .the pe_rturbatlon . site_and _the rem(_)te Iﬁ("‘s'dueSMonomeric and Domain-Swapped StefinJApelj et al. Copyright
(“intervening” residues). This change in the environment of 2004 wiley-Liss.

the intervening residues could thus change the energy

landscape and structural restraints of the remote residues, Comparison of Dynamical Changes to Statistical Coupling
resulting in changes in their dynamic properties. Finally, it Energies Fuentes and co-workers have investigated the effect
is possible that the perturbation does not induce any changeof peptide binding upon the dynamics of a PDZ (postsynaptic
in the average structure of the protein but instead affects thedensity-95/discs large/zonula occludens-1) domain and com-
dynamics of residues both at the perturbation site and at thepared their results to statistical coupling energies obtained
remote site. The intervening residues would be expected toby analysis of the PDZ domain sequence database; the
undergo changes in their interactions with both the perturbed coupling energies are essentially a measure of the degree to
and remote residues and possibly changes in their ownwhich pairs of residues have covaried throughout the
dynamic properties. Separating these possible mechanismgvolution of the domain family®¢ Peptide binding to the

is extremely difficult and will require careful comparisons second PDZ domain (PDZ2) of human protein tyrosine
of both the structures and dynamics of several forms of the phosphatase 1E (hPTP1E) caused small structural changes
same protein, preferably without large conformational changesand only small changes in the fast time scale backbone
between the different forms. Below we highlight two recently dynamics. However, substantial changes were observed in
developed approaches for probing the mechanism of dynami-the fast dynamics of side-chain methyl groups and in slow
cal communication across protein domains. time scale backbone dynamit The residues with altered

A S5 060

O30 85 040
B2 5 030

Figure 15. (a) Tertiary structure of stefin A dimer. Homodimer
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dynamical properties were located in two distinct regions of
the domain, each forming a continuous van der Waals surface
and each at lea® A away from the nearest residue in the
peptide ligand. Similarly, mapping the statistical coupling
energies onto a representative member of the PDZ domain
family indicated that residues with large coupling energies
form a continuous pathway of van der Waals interactions
linking distant regions of the domain to the peptide-binding
face. The correspondence between those residues undergoin
changes in dynamics upon peptide binding with those
residues exhibiting energetic couplings led Fuentes and co-
workers to propose that changes in protein dynamics upon
ligand binding may serve to identify long-range effects that
are of significance in terms of protein evolution and hence
function. Additionally, the authors proposed that fast time
scale dynamics may serve as a mechanism for the propaga
tion of long-range energetic signals in the PDZ domain as
well as other protein folds. Although the results of this study
were of most interest with regard to side-chain dynamics,
the novel approach of combining NMR-derived dynamics
data and statistical coupling analysis can also be applied to
backbone data and so has implications for understanding the
long-range propagation of backbone motions discussed
above.

Covariation of Internal Protein DynamicsWe have
recently proposed an alternative experimental approach for
mapping the pathways of dynamical communication in
proteinst*®174The method involves analyzing the covariation
of dynamics for each pair of bond vectors among several
different perturbed states of a protein, for example, different
ligand complexes, different mutants, or different chemical
or physical conditions. Consider two bond vectors in the
protein having motions that are coupled to each other; one
bond vector might directly sense the motions of the other,
or they might both be coupled to the dynamical, structural,
or energetic properties of the same intervening residues. In
any of these cases, a perturbation that affects the motion of
one bond vector might be expected to also affect the motion
of the second bond vector. Among the several perturbed
states, one might therefore expect to observe a statistical
correlation between the dynamical properties of the two bond
vectors, indicating that they are coupled to each other. There
are two important criteria for the success of this approach.
The perturbations must be sufficiently severe to cause

measurable changes in the dynamics parameters, but they,

Jarymowycz and Stone

(a)

(b)

Residue number

[#+]
w
Residue number
A .
rvalue -1.0-05 0 05 1.0

Figure 16. Covariation of backbone dynamics in 10 mutants of
the B1 domain from protein G. (A) Ribbon diagram of the B1
omain of protein G. Regions with the highest prevalence of

must not be so strong as to disrupt the coupling mechanismscorrelated dynamics are shown in orang;strand; redg-helix;

between different pairs of bond vectors. Application of this
approach to 10 mutants of the B1 domain of protein G
revealed a slightly higher level of covariation of backbone
amide & and . values than would be randomly expected,
thus supporting the existence of a network of coupled
motions within this domain (Figure 16% Side-chain methyl
group motions were even more weakly correldédhdicat-

ing that the coupling might be mediated through the protein
backbone.

The results of the covariation method have potential

implications for the estimation of residual entropy in proteins.
If the motions of two bond vectors are truly correlated

cyan, extended loop; and blug3—p4 turn. The guest position
(residue 53) is black. (B) Structural distributions of dynamical
covariations. The color map shows the strengths of the observed
correlations I values) for each pair of residues. Data &t
covariations are above the diagonal, whereas thosg 6arrelations

are below the diagonal. Black boxes indicate positions of the
structural elements for which correlated changes in dynamics are
most prevalent: the secoydstrand (residues +19), the first~3
turns of thea-helix (residues 2233), the extended loop (residues
36—42), and thef3—p4 hairpin turn (residues 45%1). The
positions of secondary structure elements are indicated at the top
and on the right as solid or open bagsdtrands andx-helix,
respectively). Reprinted with permission froiature (http:/
www.nature.com), ref 148. Copyright 2003 Nature Publishing

(synchronized), as discussed in section 5.5, one would expecfroup.

to see significant covariation of the dynamics parameters for
these two bond vectors in response to a series of protein

covariation with the dynamics of a second bond vector would

perturbations, as long as the perturbations are strong enouglindicate the absence of strongly correlated motions between

to influence the dynamics of each bond vector. Therefore, a
significant change in dynamics of one vector and a lack of

these two vectors. In this sense, the observation that there is
only very weak covariation of dynamics in the B1 domain
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suggests that the motions of most bond vectors are predomi{raction of all the bond vectors in the molecule, so the
nantly independent of rather than correlated with the motions reported entropy changes disregard the motions of the
of other bond vectors. This provides increased confidence additional bond vectors and any correlations between them
in the estimation of conformational entropy from order or between the measured and nonmeasured vectors. Added

parameters. to the facts that order parameters are insensitive to transla-
tional motions, rotational motions slower than about a
5. Summary and Future Directions nanosecond or rotations around the measured bond vector,

and that the physical details of the motions are not revealed

Over the past 15 years, there has been a dramatic increasby the NMR data, the cumulative uncertainties in reported
in our knowledge of the internal motions of proteins, conformational entropies are enormous. Nevertheless, the
primarily driven by the availability of'H-detected NMR current data suggest that changes in conformational entropy
methods for the detection ofN and '3C relaxation in upon binding may well be large enough to influence binding
proteins. Many studies of backbone dynamics have beenconstants and to make the difference between high and low
performed as extensions of NMR-based structure determina-binding affinity. We are left with the dilemma that theoretical
tions, allowing a more complete picture of the proteins’ estimation of binding affinities without taking conformational
structural ensembles. In addition, there has been increasingentropy into account is almost certain to yield incorrect
interest in understanding the roles that the internal motions answers, yet currently we do not know how to obtain
play in determining the stabilities and activities of proteins. confident estimates of conformational entropy.
In the following sections, we briefly summarize the past The above considerations highlight one of the most
achievements and discuss possible directions for fUtUFeimportantquestions for future dynamics investigatioRsw
studies that will shed light on the functional consequences can one obtain a more accurate determination of the change

of protein dynamics. in conformational entropy when a protein binds to a ligand?
One obvious step is to measure the dynamics of more bond

5.1. Role of Dynamics in the Thermodynamics of vectors throughout both the backbone and side chains of the

Ligand Binding protein (in free and bound states). An additional experimental

approach, pioneered by Zuiderweg and colleagte¥is
€o measure the relaxation of multiple bond vectors that are
affected by rotations around different but overlapping groups
of axes. For example, motions of-M and G—CO bond
vectors are both influenced by rotation around the intervening
peptide bond, but each is also influenced by rotation around
the other bond vector but not around itself. Combined
analysis of the relaxation data can provide an improved

physical description of anisotropic bond vector moti&tig°
which could assist in the selection of appropriate relationships
between order parameters and entropy. Although extension
of this approach to characterizing additional backbone and
side-chain motions is technically achievable, it would require
a large amount of primary data for each form of the protein
studied. Consequently, the data collection time required for
a thorough dynamics analysis of this type may not be much

Perhaps the most consistent theme to emerge from th
many past studies is th#tte fast backbone dynamics of a
protein almost always change upon binding to a ligand
Binding of a ligand often reduces the mobility of backbone
groups in or near the binding site. This is consistent with
the classical “induced fit” binding model and indicates that
there is an entropic cost associated with formation of the
optimal binding interactions. In contrast, binding of ligands
can sometimes increase the mobility of backbone groups.
When these groups are outside the primary binding site, the
increased flexibility may compensate for entropic losses of
other groups at the binding site. Alternatively, in a few cases
involving predominantly hydrophobic binding sites, the
binding site itself has been found to become more flexible,
suggesting that binding is driven in part by enhanced

ccﬁnforma_nogal entropy. A (}?rollary (f)]f the fproposal_ thlat different from the typical data collection time for a complete
changes In dynamics can influence affinity for a particular o, .1re determination. Moreover, even if such extensive

ligand is that changes in dynamics upon binding to different g5 \yere available, accurate determination of conformational
ligands can affect the relative affinities and hence the binding g0y would not be straightforward. One would still require
specificity of the protein. Although the evidence for a jy¢ormation about the extent and nature of motional correla-
relationship between specificity and dynamics is more yi,,q “hoth petween adjacent groups and across longer
limited, it has been proposed that low specificity can be a yigiances. As discussed below, we imagine that theoretical

consequence of a protein maintaining binding site flexibility approaches such as molecular dynamics will play a leadin
even in the bound sta#® or of a protein undergoing induced roﬁpe) in providing such informatior): play 9

fit binding to more than one ligang*
_ Although there is now little doubt that dynamics can 55 Role of Dynamics in the Thermodynamics of
influence binding affinity, the magnitude of the effect ; ;

. ; : Protein Folding
remains a matter of debate. Calculation of conformational
entropy under the assumption that all measured bond vectors In addition to influencing the stability of proteifligand
are completely independé&ht®® can yield estimates in excess complexes, there is increasing evidence tetnges in fast
of 10 kcal mott,134 enough to change the binding constant backbone dynamics can affect the stability of the folded state
by >7 orders of magnitude. Correlation of motions between of a protein In particular, mutations in the core or on the
the measured bond vectors will decrease the conformationalsurface of a protein can give rise to measurable changes in
entropy of each state and hence will also decrease the entropyhe dynamics of the folded state, and the associated changes
difference between the two states. Moreover, the degree toin conformational entropy could have a measurable effect
which motions of different bond vectors are correlated could on the folding stability of the protein. As in the case of ligand
change upon binding, causing a possible increase or decreasbinding, the accurate quantification of conformational entropy
in the entropy difference. In addition, it is important to is problematic, and the approaches discussed above may
recognize that the measured bond vectors are usually a smalimprove this situation. However, understanding the influence
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of dynamics on folding free energy also requires information e AS*R)g:_can Py
about the dynamics of the unfolded state. Unfortunately, the ( j;@ ) ,_J { E@ \;
model-free approach is not applicable to unfolded proteins

because the overall and local motions are not well separated
and definition of global motions is not possiBRé:1%3 H H
AS™(R)y 2

Furthermore, the degree of motional correlation is likely to SRy, ¢
change dramatically upon folding, presumably in the direc-
tion of increased motional coupling in the folded state. Thus,

there is a need for new methods for characterizing motions o O N e
of unfolded proteins, identifying motional correlations that ( :@ © J — { 3@/ © )
may exist in the unfolded state, and estimating the entropic AS*(R)ar e

value of unfolded state motions. N Figure 17. Schematic illustration of the double-mutant approach
The motions of a protein can influence stability not only for probing pathways of dynamic communication in proteins, as

through their effects on conformational entropy but also by discussed in the text.
affecting the heat capacity of the protein. As expected, the
motions of protein backbones increase with increasing and picking the right mutations is very difficult, not least
temperature. However, a more surprising observation is thatbecause many enzymes are relatively large compared to
the magnitude of the change (i.e., the conformational heattypical targets for high-resolution NMR relaxation studies.
capacity) can vary both between different structural elements One approach is to initially study an enzyme in the absence
within a protein and between different proteins. These and presence of an active site ligand (e.g., transition state
variations suggest a minor but possibly measurable influenceanalogue) and to look for elements of the structure removed
of conformational heat capacity on the thermal stability of from the active site that undergo changes in dynamics,
protein structures. However, there is currently little under- suggesting that they are energetically coupled to the active
standing of the features that control these variations in site. Subsequent mutations at those remote sites might be
temperature sensitivity. In addition, there is very little current expected to influence the energetics of the active site through
information about whether conformational heat capacity can the same coupling mechanism, so one could screen for
be substantially influenced by ligand binding and hence affect remote mutants that influence activity and then a subset of
the thermal stability of the resulting complex. Future those having active site structures that are the same as those
experimental and theoretical studies are needed in these areasf the wild-type enzyme. In this light, the apparent dynamical
coupling between the adenosine-binding site and the substrate-
5.3. Role of Dynamics in the Catalytic Activity of binding site of dihydrofolate reductase makes this enzyme
Enzymes particularly promising for uncovering a functional role for
o i ] dynamics in enzyme activity.

One of the most intriguing and widely discussed aspects
of prot_ein dynamics is that it could potentially affe_ct the 54 Mechanisms of Dynamical Changes and
catalytic efficiency of enzymes. However, despite the )

. . Long-Range Effects

substantial number of enzymes now studied by NMR
relaxation methods (see Table 10), progress toward establish- Although there is now ample evidence that mutations and
ing a clear relationship between dynamics and activity has ligand binding can alter the backbone dynamics of a protein,
been slow. In a few cases, mutations that influence catalyticthe precise changes observed have not generally been
activity of enzymes also affect the dynamics of the enzyme predicted or even successfully rationalized. Thus, we cur-
structure'?6142suggesting that dynamics may play a func- rently have little understanding of how a particular modi-
tional role. However, a major problem in interpreting results fication gives rise to the measured changes in order
of this type is that the mutations almost always affect the parameters or correlation times. This is particularly evident
average structure of the enzyme as well as its dynamics, sdfor systems in which changes in flexibility are observed
the functional differences may be more a consequence ofat positions distant from the binding site or mutation
the change in structure. Even when a change in averagesite117122123.127.132,137,138,142,180.185 ¢ the functional roles of
structure occurs, there may still be changes in dynamics protein motions become better established there will be an
(either coupled to or independent of the structural changes)increasing need to uncover these mechanisms. One obvious
that influence catalytic function. Indeed, at some level, approach is to again compare a series of mutants or ligands
distinguishing between changes in structure and dynamicsand to monitor the influence of each on the resulting protein
becomes meaningless because structures are merely apdynamics. One potential difficulty in the case of long-range
proximations of complex dynamical systems. effects is that there may be several alternative pathways

Notwithstanding the aforementioned philosophical quan- connecting the mutation or binding site to the remote site
dary, to firmly establish a causal relationship between for which the dynamics are observed to change. The
dynamics and catalytic activity, it will be necessary first to dynamics of the intervening residues might not be directly
identify enzyme mutations (or other modifications) that do affected by the mutation or the ligand, so modification of
not measurably affect the average structure of the active sitethese factors would not indicate the mechanism by which
but do affect both active site dynamics and enzymatic activity distant residues are coupled to each other.
(turnover rate, Michaelis constant, product dissociation rate, To investigate the mechanism by which a mutation induces
etc.). Next, one would need to modify the system (additional changes in dynamics at a distant position in the protein, it
or alternative mutations, substrate modifications, variations would be possible to utilize the double-mutant strategy
in pH, temperature, etc.) and to observe a statistical correla-outlined in Figure 17. In this approach, one hypothesizes
tion between dynamics and activity, again ideally without that an initial mutation at a position designated the guest
affecting the average structure. ldentifying such a system position (G) affects the dynamics at a remote site (R) by a
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mechanism involving the side chain of an intervening residue order parameters often do not agree at a detailed level. For
(). Dynamics parameters for the remote residue would be example, the agreement between NMR and MD tends to be
measured in four proteins containing either of two amino quite good for the more rigid regions of proteins but not in
acids [G1 (left structures) and G2 (right structures)] in flexible elements such as loop&:1941%8 As discussed in
position G and two amino acids [I1 (top structures) and 12 an excellent review by Caseé part of the discrepancy is
(bottom structures)] in position I. If the side chain of amino attributable to the random and systematic errors that can
acid | influences the communication between positions G occur in the interpretation of the NMR da#&t®° However,

and R, then the change in order parameter of R when aminothe MD-derived order parameters may also contain both
acid G1 is substituted by G2 with amino acid I1 at the random and systematic errors related to the limited duration

intervening position AZ(R)s1—c2,1; top horizontal transi-

of the trajectory, the choice of starting structures, and the

tion] should be different from the corresponding change when force field itself!-90.195.197201 Consequently, there is a need
amino acid 12 is located at the intervening position to carefully validate the fast time scale dynamic information

[AS(R)e1r—c22 bottom horizontal transition]. Otherwise,

provided by MD simulations and possibly to develop more

they should be identical (within error). A particular strength accurate MD methods. NMR relaxation data should be
of this approach is that, for each mutant, the dynamics of considered the benchmark for validating and calibrating such
many remote positions would be determined. Thus, the improved methods, but this comparison should be performed
double-mutant experiments would allow one to determine with full awareness of the limitation of both methods. To
the role of a particular intervening residue on dynamic improve confidence in the MD results, it may be beneficial
communication between the guest position and each of theto compare MD trajectories for several forms (e.g., mutants)
remote positions. An analogous thermodynamic cycle could of the same protein with experimental NMR dynamics data
be used to analyze the mechanisms by which ligand bindingfor the same species. Although these studies may be labor-
induces remote changes in dynamics. As with all mutational intensive, they could have far-reaching consequences for
studies, this approach will not reveal information about the understanding the functional roles of protein motions.

role of backbone groups in transmission of dynamic effects.

5.5. Energetic Coupling and Correlated Dynamics
A recurring theme in much of the above discussion is that
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throughout a domain. As discussed in section 4.5, the

comparison of dynamics changes with statistical coupling 7. References
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