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1. Overview

Over the past 15 years there has been an explosion of
research on the dynamical properties of proteins, largely
driven by the emergence of a handful of techniques that are
sensitive to protein motion.1 One of these methods, nuclear
magnetic relaxation (NMR), has now been applied to
hundreds of proteins. These studies have indicated which
aspects of dynamics are conserved or variant throughout a
protein structure or between different proteins. More impor-
tantly, they have allowed us to observe specific changes in
protein dynamics related to the chemical or physical state
of the protein. Ongoing studies are providing insights into
the possible functional consequences of these dynamical
properties. However, despite the many successes, NMR
relaxation methods are plagued by a number of limitations
and assumptions that make the functional interpretation of
the data very difficult.

A number of previous reviews have appeared describing
NMR relaxation and dynamics methods and/or their
applications.1-14 While reiterating many of the central points
from these previous reviews, the present paper is intended
to focus attention on the potential functional consequences
of dynamics on a fast (picosecond-nanosecond) time scale.
We hope that this review will prove useful not only to
established NMR spectroscopists but also to other biochemi-
cal researchers seeking to understand the importance of
dynamics in their own systems. In section 2 we present a
variety of ways in which fast time scale dynamics could
potentially influence protein function. We hope that this
discussion will be helpful in formulating hypotheses with
regard to specific systems and provide a framework for
interpretation of results. In section 3 we present a summary
of the theory behind protein backbone (15NH and13CH) NMR
relaxation methods and the relationship of relaxation to
dynamics. We also discuss several practical aspects of
implementing these techniques. This section is written at a
level that should not require much expertise in physics or
mathematics but is nevertheless sufficiently thorough for the
reader to understand and apply the most commonly used
methods. We anticipate that this section will be of particular
interest to graduate students and other researchers who are
using these methods for the first time. In section 4, we present
an exhaustive list of previous NMR studies of backbone
dynamics and we discuss several of these studies in more
detail, focusing on those for which there appear to be
relationships between dynamics and function. Finally, in
section 5, we summarize the current progress with reference
to the goals put forward in section 2, and we discuss the
future challenges.
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2. Potential Functional Importance of Fast
Dynamics

2.1. Kinetics and Thermodynamics of Structural
Ensembles

It has long been recognized that the chemical properties
of proteins are intimately related to their internal molecular
structures. In the classical “lock-and-key” model of molecular
interactions,15,16 it is implicitly assumed that each protein
molecule has a static internal structure. This assumption is
incorrect. In fact, proteins (and other biomolecules) exist as
complex ensembles of structural states (conformations) that
are continuously interconverting due to thermal fluctuations.
Only a subset of these structures is competent for any
particular function (catalysis, ligand-binding, etc.) so the
observed (bulk) functional properties of the protein are a
manifestation of the functional properties of each competent
state, the populations of these states (thermodynamics of the

ensemble), and the rates of interconversion between the
different conformations (kinetics of the ensemble).

Dynamics (or molecular motion) is the process of inter-
conversion between conformational states. However, the
prevalence of any particular motional mode depends not only
on the relevant energy barrier (intrinsic rate constant for the
event) but also on the population of the starting conformation.
Therefore, studies of protein “dynamics” offer information
about both the time scales of motions and the population
distribution of conformational states, that is, both the
thermodynamics and the kinetics of the ensemble. In this
paper we will use the term “dynamics” in this broader sense.

The energy barriers separating different conformations of
a protein can vary dramatically, so interconversion between
states can be as fast as a few picoseconds (for librations and
rotations of small, relatively unhindered groups) and as slow
as many seconds (for large conformational rearrangements
such as unfolding).14 In this paper, we focus exclusively on
the fast (picosecond to nanosecond) motions, with particular
emphasis on the protein backbone; several other papers in
this issue discuss the dynamics of side-chain groups and/or
protein motions on slower time scales. Most of the chemical
reactions and interactions of proteins occur on time scales
much slower than nanoseconds. Nevertheless, it is possible
that fast time scale dynamics underlie some of these slower
fluctuations (vide infra). Moreover, the thermodynamics of
protein-ligand binding and of large conformational rear-
rangements (equilibria between two distinct conformational
ensembles) depend on the population distributions of sub-
states within these ensembles. Consequently, studies of fast
time scale dynamics can provide information relevant to both
the kinetics and the thermodynamics of protein function.

2.2. Importance of Conformational Entropy
In many biochemical studies, a goal is to understand and/

or manipulate the positions of equilibriasbetween free and
bound states, between reduced and oxidized forms, between
folded and unfolded ensembles, between ground states and
transition states, etc. These equilibria are influenced by a
large number of physicochemical factors such as strain
energy, hydrogen bonding, charge-charge and other elec-
trostatic interactions (including dispersion forces), the in-
teractions and structure of the solvent, solvent entropy,
etc.17-21 An important additional factor is the intrinsic
conformational entropy of the protein molecule, which
represents the distribution of conformational states discussed
above.11,12,22,23High conformational entropy indicates a larger
number of states or a more evenly distributed population,
whereas low conformational entropy represents few states
or unequal distributions.

Consider for illustrative purposes an idealized protein
molecule containing 100 amino acid residues, each with three
accessible conformations, and assume that all conformations
are equally likely and independent of each other. The
conformational entropy of the free state will beR ln(3100).
If, upon binding to a ligand, 5 of the 100 residues completely
lose their conformational freedom, the conformational en-
tropy of the bound ensemble will beR ln(395), so the
conformational entropy will have decreased byR ln(35) or
∼3.2 kcal mol-1 at 25°C. This will decrease the association
equilibrium constant by a factor of∼240 relative to its value
if no conformational freedom has been lost. Thus, confor-
mational entropy can potentially have a substantial effect
on binding affinity, and any attempt to predict or rationalize
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binding constants or protein stability should take this into
account if possible.

The literature reviewed in section 4 (vide infra) clearly
indicates that substantial changes in fast time scale dynamics
can indeed occur when a protein binds to a ligand or for
certain other changes in the state of the protein. A major
goal of NMR dynamics studies is to evaluate the thermo-
dynamic importance of these changes, that is, to convert the
NMR observables to a measure of conformational entropy.11

Section 3.7 describes several approaches to accomplishing
this and discusses the limitations of these methods. One
limitation is that the conformational entropy of the system
depends not only on the motions of each group but also on
the coupling between motions of different groups in the
protein. For this reason, as well as others discussed below,
another major goal of NMR studies of fast dynamics is to
characterize the relationships between the motions of dif-
ferent groups within protein structures.

2.3. Coupled or Correlated Motions
In the illustrative example presented above, we concluded

that immobilization of five amino acid residues each with
three accessible conformational states was associated with
a reduction in conformation free energy of∼3.2 kcal mol-1

at 25 °C. However, we assumed that each of these five
residues was moving independently of the others. Now
consider the situation if the motions of these residues were
tightly coupled with each other; that is, a change in
conformational state of one residue would be linked to a
change in conformational state of one or more other
residue(s). For example, the five residues might consist of
two groups, one of three residues and the other of two
residues. Within each group the motions of the different
residues might be tightly synchronized, but the two groups
of residues might be independent of each other. In this
situation each coupled group ofn residues would have a total
of only three conformational states (not 3n). Instead of the
number of conformations lost upon binding being 35 () 243),
it would now be only 32 () 9), with an associated free energy
cost of only 1.3 kcal mol-1. Although this reduction in
conformational entropy will still affect the association
equilibrium constant for binding, the influence of this term
is much less substantial than if the motions of the im-
mobilized groups were independent. Thus, to obtain accurate
estimates of conformational entropy, it is essential to
determine whether coupled motions exist.

One can consider the question of whether coupled motions
exist from a teleological perspective. Most proteins are
marginally stable; typically only∼5-15 kcal mol-1 separate
the native and denatured ensembles.24,25Although denatured
proteins are not completely without structural order,26-28 it
is reasonable to assume that most residues move indepen-
dently of each other if they are separated by more than a
few residues in the primary sequence.29 Formation of the
native state unavoidably involves loss of many degrees of
freedom. However, the introduction of coupled motions will
cause an additional reduction in the conformational entropy
and hence the stability of the native ensemble. This reduction
could easily be large enough to tip the equilibrium in favor
of the denatured ensemble. Therefore, we might expect
evolutionary pressure to have selected natural folded (stable)
proteins in which there are relatively few coupled motions.

Counter to the above argument, there are two situations
in which we might expect proteins to have evolved with

substantial correlated internal motions. One scenario is that
it is physically impossible to accomplish well-defined
secondary and tertiary structure (a functional folded state)
without packing groups against each other such that their
motions become interdependent. This is a reasonable pro-
posal, but at present we do not know whether it is correct.
Indeed, it could be the case for certain folds but not others.
The second possibility is that the coupling of internal motions
has a favorable influence on protein function, which might
override the negative selective pressure associated with
entropy reduction. It is important then to consider what types
of functional properties might be reliant on coupled internal
motions of proteins. We discuss several possibilities below.

We first propose a way in which coupled motions could
provide a thermodynamic driving force in favor of binding.
The above discussion of the relationship between confor-
mational entropy and binding focuses on the case in which
binding reduces the number of conformational states acces-
sible to a protein, originally referred to as “configurational
adaptability”30 but subsequently dubbed “induced fit” bind-
ing.31 Imagine, however, that the motions of certain residues
in an unbound protein are strongly coupled but that binding
interferes with the coupling mechanism. In this case, although
some of the residues involved in the coupling network might
become immobilized upon binding, others might be “re-
leased” from the coupling network undergoing increased
motions and therefore contributing favorably to the entropy
of binding. Depending on the details, this could cancel or
even outweigh the entropic penalty of induced fit binding.
Thus, the disruption of a dynamical coupling network is a
possible mechanism to promote ligand binding.

Coupled motions could also be involved in regulating
allosteric (or cooperative) ligand binding by a protein, the
thermodynamic linkage of binding two ligand molecules at
different sites.32 If the motions of groups in the two sites
were coupled, either directly or through an intervening
network of other groups, then binding at one site might
change the distribution of conformations at the other site.13,33

If the dynamical coupling resulted in both binding sites
accessing binding-competent conformations simultaneously,
then the binding at one site would increase the population
of binding-competent conformations in the second site,
resulting in positive binding cooperativity. Alternatively, the
linkage of binding competent conformations at one site with
noncompetent conformations at the second site would give
rise to negative cooperativity. Finally, the binding at one site
could potentially disrupt the coupling mechanism, with the
effect at the second site depending on the change in the
structural ensemble at this site.

In addition to influencing the thermodynamics of binding,
it has been proposed that coupled motions on picosecond-
nanosecond time scales can influence the kinetics of enzyme-
catalyzed reactions.34-36 This is at first counterintuitive
because turnover rates for enzymes typically occur on much
slower time scales, for example, milliseconds. How can
motions occurring on a time scale of picoseconds regulate
chemical reactions occurring with rate constants in the
millisecond regime? This can be understood in terms of the
theory of “near-active conformations” (NACs).37 This theory
postulates that the intrinsic turnover rate of an enzyme,kcat,
is related to the frequency (or probability) with which the
enzyme populates conformations that are competent to
catalyze the reaction (NACs). The NACs might be quite rare,
and they might occur only when each of several functional
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groups in the enzyme moves into the appropriate position
relative to the substrate. Therefore, the probability with which
NACs are attained is related to the probabilities with which
each of the necessary groups occupies the appropriate
conformation. If the groups move independently, then the
NAC probability will be the product of the individual
functional group probabilities. Even if the individual groups
move rapidly, the NAC probability could be very low,
resulting in slow catalytic chemistry. This is akin to the
interference of two high-frequency sound waves, which gives
rise to a resultant wave the amplitude of which oscillates at
a much lower frequency (“beat frequency”) than that of either
of the two underlying oscillations. On the other hand, if the
motions of two active site functional groups are appropriately
coupled, the NAC probability will no longer be the product
of the individual functional group probabilities, but will
instead be higher, resulting in more efficient catalysis. Thus,
it is not difficult to imagine that natural selection may have
yielded enzymes in which coupled motions occur at the
active site. Similarly, the kinetics of multisubstrate or
allosterically regulated enzymes might be regulated by
dynamical coupling between the different binding sites.

A special case in which fast time scale dynamics have
been implicated in enzyme function is the class of enzymes
that catalyze electron or proton transfer by using quantum
tunneling mechanisms as opposed to thermally crossing
classical activation barriers. In these enzymes the efficiency
of tunneling is extremely sensitive to the distance between
the original and final positions of the tunneling particle.38

Consequently, molecular motions that modulate this distance
have a substantial influence upon tunneling rates.38-43 In
addition, molecular motions can potentially influence the
mechanisms through which tunneling occurs.44 It is clear that
efficient tunneling could be promoted by the simultaneous
movement of two or more groups (especially the origin and
destination groups), so synchronization of fast motions could
potentially influence the rate of tunneling.

2.4. Summary
The above discussion lays out a variety of ways in which

fast time scale dynamics could influence the interactions and
functions of proteins. However, until recently the only
experimental techniques available to characterize these
motions did not provide sufficiently detailed or reliable
information to assess the functional importance of the
motions.1 This situation has now changed. A “revolution”36

(sic) in the study of fast protein dynamics by NMR
spectroscopy has been stimulated by two important develop-
ments. First, Lipari and Szabo constructed a new theoretical
framework for representing the relationship between fast
dynamics and heteronuclear NMR relaxation rates.45,46

Second, Kay et al. developed experimental methods to
determine the necessary relaxation parameters using biosyn-
thetically isotope-labeled proteins and1H-detected hetero-
nuclear correlation spectra.47 These and a series of subsequent
extensions and developments (discussed in section 3) have
made it possible to characterize the internal motions of
proteins at an unprecedented level of detail. Moreover, the
application of these methods to numerous proteins (reviewed
in section 4) has vastly increased our knowledge of high-
frequency motions in proteins and has revealed a number of
cases in which these motions appear to play a functional
role. Nevertheless, there remain several important challenges
in unequivocally identifying the functional consequences of

fast dynamics in proteins; these are discussed in the section
5 of this review.

3. NMR Relaxation Methods for Characterizing
Fast Dynamics

In this section we discuss the methods that are most
commonly used for the analysis of fast backbone dynamics
in proteins. The physics relating nuclear magnetic relaxation
to molecular motion is quite complex, so a thorough
discussion of the topic requires presentation of rather
complicated mathematical relationships. In an attempt to
make this section more readable and accessible to biochemi-
cal researchers, we present most of the necessary equations
in several tables and use the text and figures to highlight
the key features of the relationships in conceptual rather than
rigorous mathematical terms. Much of the relevant physics
has been presented in previous reviews.3-5,7

3.1. Nuclear Magnetic Relaxation and Its
Relationship to Dynamics

In any modern NMR experiment, the bulk magnetization
of the sample is perturbed from its equilibrium state (along
thez-axis, parallel to the permanent magnetic field), and the
emitted signal is observed as the sample returns to equilib-
rium. Relaxation is the process by which nonequilibrium
magnetization returns to the equilibrium state (or transforms
to another nonequilibrium state). Considering that there are
many different nonequilibrium states (different nuclei, in-
phase versus anti-phase, single- versus multiple-quantum,
etc.), there are many corresponding relaxation processes that
could potentially be measured. In studies of backbone NH
group dynamics in proteins, it is typical to measure the15N
longitudinal relaxation rate (R1 ) 1/T1), the in-phase15N
transverse relaxation rate (R2 ) 1/T2), and the heteronuclear
nuclear Overhauser effect ({1H}-15N NOE). Several ad-
ditional parameters are also described below in reference to
specific applications. All of these parameters are typically
measured using two-dimensional (HSQC type) experiments
in which the intensities of peaks are modulated as a function
of a time delay placed at a point in the sequence when the
relevant relaxation process is active.

Each observable relaxation process involves transitions
between quantized magnetic energy levels. Such transitions
are stimulated by magnetic fields that oscillate at the
transition frequencies. Thus, the relaxation rates are deter-
mined by the likelihood that the relevant nuclei experience
appropriate oscillating magnetic fields. Such oscillating fields
in proteins result from the movements of magnetic nuclei
relative to each other or relative to the overall permanent
field of the NMR magnet. Consequently, relaxation is
exquisitely sensitive to molecular motion.

For the two heteronuclei of primary interest in terms of
backbone dynamics studies,13C and 15N, there are two
dominant mechanisms by which molecular motion on the
picosecond to nanosecond time scale influences magnetic
relaxation, dipole-dipole interactions, and chemical shift
anisotropy (CSA). We present here a brief conceptual
description of each mechanism; for a more theoretical
discussion we refer readers to the excellent review by Fischer
et al.7

The dipole-dipole mechanism results from the fluctuating
interaction (coupling) between a pair of magnetic nuclei as

Fast Backbone Dynamics Chemical Reviews, 2006, Vol. 106, No. 5 1627



the internuclear vector rotates relative to the permanent
magnetic field. Consider a pair of bonded15N and1H nuclei
in the backbone of a protein in an NMR magnet. As the
15N-1H bond vector rotates, due to either molecular tumbling
or internal structural fluctuations of the protein, the magnetic
field that the1H nucleus induces at the position of the15N
nucleus will vary. If this field fluctuates at the appropriate
frequency, it will induce relaxation of the15N nucleus.48

Importantly, the strength of the dipolar coupling is extremely
dependent on the internuclear distance, so the attached proton
dominates over all other nuclei in effecting the dipolar
relaxation of a protonated15N nucleus.

The CSA relaxation mechanism results from the fluctuat-
ing magnetic field that is experienced by a nucleus due to
variations in shielding from the permanent magnetic field.
Again, consider a protonated backbone amide15N nucleus
in a protein. As the molecule tumbles or the rigid amide
group oscillates relative to the remainder of the molecule,
the15N nucleus is shielded to varying extents. The fluctuation
of this shielding can induce relaxation of the15N nucleus.
Because the chemical shift of the15N is dominated by the
amide group in which it is located, this relaxation component
can again be expressed in terms of the fluctuations of the
NH bond vector. Both13C and15N, the nuclei of primary
interest in protein NMR relaxation studies, have considerable
contributions to relaxation from CSA.48

In addition to the above two mechanisms, the measured
transverse relaxation rate constant (R2) can also be influenced
by conformational exchange. During the variable delay
period forR2 measurements, the magnetization is transverse
and is typically repeatedly refocused using a series of 180°
pulses separated by a short (∼1 ms) delay. If the15N nucleus
exchanges between different conformations on the time scale
of this short delay (microseconds to milliseconds), then the
resulting chemical shift change can lead to dephasing of the
transverse magnetization, which is observed as apparentR2

relaxation. In the model-free approach discussed in this
review, this exchange contribution toR2 (designatedRex) can
often be identified, but its detailed physical interpretation
remains obscure. If the microsecond to millisecond motions
are of primary interest, the powerful relaxation dispersion
experiments can be applied to characterize the time scales
of these events and the populations of the exchanging
conformations; readers are referred to the recent review by
Palmer for a discussion of these methods.14

Molecular motions can be exceedingly complex. Thus, a
very large number of parameters would be required to
accurately describe their time scales, amplitudes, and direc-
tionalities. Considering that it is generally not practical to
observe more than a handful of relaxation parameters for
each nucleus and that observable relaxation parameters are
not sensitive to all molecular motions, obtaining a full
description of molecular motions is not feasible. Therefore,
the three approaches discussed below all provide limited but
still useful views of the motions of nuclei within proteins.
The spectral density mapping approach yields accurate
information about the prevalence of motions at each of a
limited number of frequencies, but not much insight into the
nature of these motions. The model-free approach separates
the overall tumbling of the protein molecule from the internal
motions of each group and provides a useful estimate of the
degree of order at each site. However, this approach makes
certain assumptions about the frequency-dependence of both
internal and overall motions, limiting the potential accuracy
of the method. The final approach discussed assumes a
specific motional model, allowing a very precise description
of the motions, again at the probable expense of accuracy.
As discussed in section 4.1, the model-free approach has been
by far the most popular, although spectral density mapping
has often been applied in cases for which the assumptions
of the model-free approach are inappropriate. The analysis
of dynamics in terms of specific motional models has not
been widely applied.

3.2. Correlation Functions and Spectral Density
Functions

The most general approach to rigorously describing the
rotational motions of a bond vector (e.g., NH group) is to
define a time-dependent rotational correlation functionC(t),
a measure of the probability that a bond vector has the same
position (angle) relative to the permanent magnetic field at
arbitrarily defined time zero and a later timet. This function
decays from a value of one-fifth45 at t ) 0 to a value of zero
at infinite t, but the shape of the function between these
extremes defines the likelihood of motions on differenttime
scales. Several simple examples are given in Table 1 and
Figure 1. If a bond vector rotates isotropically with a single
characteristic time scale, the correlation function is a single
exponential decay. This would be the case for a rigid NH
bond vector within an isotropically rotating protein, in which

Table 1. Rotational Correlation Functions C(t) for Various Motional Models Discussed in the Text

motional model rotational correlation function eq

isotropic molecular tumbling with no internal motiona C(t) ) 1
5

e-t/τm 1

slow isotropic tumbling with faster isotropic internal motionsa,b C(t) ) 1
5

e-t/τ 2

slow isotropic tumbling with faster, spatially restricted internal motionsa-c C(t) ) 1
5

S2 e-t/τm + 1
5

(1 - S2) e-t/τ 3

axially symmetric tumbling with no internal motiond C(t) ) 1
5

A1 e-t/τ1 + 1
5

A2 e-t/τ2 + (15)A3 e-t/τ3 4

a τm is the overall correlation time of the molecule.45 b τ-1 ) τm
-1 + τe

-1, whereτe is the effective internal correlation time of the X-H bond
vector.45 c S2 (the squared order parameter) is a model-independent measure of the degree of spatial restriction of internal motion of the X-H bond
vector.45 d The coefficients are defined asA1 ) (0.75) sin4 R, A2 ) 3 sin2 R cos2 R, A3 ) (1.5 cos2 R - 0.5)2, in which R is the angle between the
X-H bond vector and the unique axis of the principal frame of the diffusion tensor. The time constants are defined asτ1 ) (4D|| + 2D⊥)-1, τ2 )
(D|| + 5D⊥)-1, andτ3 ) (6D⊥)-1, whereD|| andD⊥ are rotational diffusion constants around the unique (parallel) and perpendicular axes, respectively.
In some cases the diffusion constants are presented as an effective isotropic diffusion constantDiso ) (1/3)D|| + (2/3)D⊥ or correlation timeτm )
(6Diso)-1 and the ratio of parallel to perpendicular diffusion constants (D||/D⊥).72
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case the characteristic time scale is the rotational correlation
time of the moleculeτm; this correlation function is shown
in eq 1 (Table 1) and Figure 1a. If the bond vector is subject
to isotropic motions at two different characteristic time scales
[e.g., relatively slow isotropic overall motions (time scale
τm) and faster isotropic internal motions (effective time scale
τe)sa hypothetical situation], then the decay is a single
exponential with a decay constant dominated by the fast
motions (τ-1 ) τm

-1 + τe
-1; eq 2; Figure 1b). If the faster

time scale is spatially restricted (not isotropic), then the fast
decay phase accounts for only a fraction of the total decay
of C(t), as shown in eq 3 and Figure 1c; in these relationships
the degree of spatial restriction is represented by the squared
order parameterS2 (0 e S2 e 1). Finally, if there is no
internal motion but the overall motion is axially symmetric
rather than isotropic (e.g., a rigid NH group within an
elongated protein),C(t) depends on the time scales of
motions about axial and orthogonal axes as well as the angle
of the bond vector relative to these axes (eq 4; Figure 1d).

The correlation functions discussed above can be readily
related to simple models for rotational motions of bond
vectors and are particularly well suited to separating motions
that occur on substantially different time scales (e.g., overall
tumbling versus internal motions). However, the measurable
relaxation parameters are more easily understood in terms
of the probabilities of motions at specificfrequenciesrather
thantimes. Therefore, it is convenient to redefine correlation
functions on a frequency scale, which is readily achieved
by Fourier transformation of the correlation functionC(t) to

give the spectral density functionJ(ω); note that this is the
same transformation used to convert time domain NMR data
(free induction decays) to frequency domain data (spectra).
The spectral density functions corresponding to the four
simple correlation functions discussed above are given in
Table 2 (eqs 5-7 and10) and presented graphically in Figure
2; Table 2 also lists several additional spectral density
functions that are discussed below.

In panels a-c of Figure 2 we have labeled the spectral
densities at three critical frequencies (for15N-1H bond
vectors) discussed below: a frequency of zero (i.e., very slow
motions), the Larmor frequency of the15N nucleus (60 MHz
on a 14.1 T magnet), and the Larmor frequency of the1H
nucleus (600 MHz on a 14.1 T magnet). For the spectral
density function representing isotropic rotation of a protein
(Figure 2a), the value of the spectral density function at the
low frequency is much larger than those at the15N or 1H
Larmor frequencies. For the model dominated by internal
motions (Figure 2b), the high-frequency spectral densities
are comparable to theJ(0) value. For the model representing
restricted internal motions (Figure 2c), the relative magni-
tudes of high- and low-frequency spectral densities are
dependent on the degree of motional restriction (S2). Finally,
panels d-f of Figure 2 indicate that, for axially symmetric
overall motions, the spectral density functions are dependent
on the ratios of diffusion rates around unique and perpen-
dicular axes (different curves within each panel) and also
on the angle (R) between a bond vector and the unique axis
(different panels).

Figure 1. Graphical representations of the rotational correlation functions listed in Table 1: (a) isotropic tumbling with one characteristic
time (τm ) 10 ns), simulated using eq 1; (b) slow isotropic tumbling (τm ) 10 ns) with hypothetical faster (τe ) 100 ps) isotropic internal
motions, simulated using eq 2; (c) slow isotropic tumbling (τm ) 10 ns) with faster (τe ) 100 ps), spatially restricted isotropic internal
motions simulated using eq 3 andS2 values of 0.2, 0.5, and 0.8, as indicated; (d) axially symmetric tumbling simulated using eq 4 for
R ) 45°, τm ) 10 ns, andD||/D⊥ values of 0.2 (labeled “oblate”), 0.5, 1, 2, and 5 (labeled “prolate”).

Fast Backbone Dynamics Chemical Reviews, 2006, Vol. 106, No. 5 1629



3.3. Spectral Density Mapping and Reduced
Spectral Density Mapping

Relationship of Relaxation Parameters to Spectral Densi-
ties. Considering that the correlation function and corre-
sponding spectral density function are the most general ways
to describe bond vector motions, a goal of dynamics studies
is to completely define these functions for each bond vector.
The relationships between the three commonly measured
relaxation parameters for NH or CH groups and the relevant
values of the spectral density function are listed in Table
3A. Note that the relaxation rates are divided into dipolar
and CSA components but that both are dependent on linear
combinations of the spectral density function evaluated at
five critical frequencies,J(0), J(ωX), J(ωH), J(ωH + ωX) and
J(ωH - ωX).

Simple inspection of the relationships in Table 3A
highlights two important points. First, because these equa-
tions contain only the spectral densities at five frequencies,
any rotational motions at other frequencies do not directly
affect these relaxation parameters. Therefore, inferences
regarding motion at other frequencies can be made only if
we assume some simple relationship between the observed
and unobserved frequencies. Second, it is not possible to

unambiguously evaluate the five unknown spectral density
values for each bond vector from the three most commonly
measured relaxation parameters; at least five independent
parameters would be needed.

Full Spectral Density Mapping. To overcome the latter
limitation, Peng and Wagner developed the spectral density
mapping (SDM) method, in which an expanded set of six
relaxation parameters is measured, allowing the spectral
density values at all five frequencies to be uniquely
determined directly from measured relaxation parameters.49,50

The six parameters measured in this approach are the three
listed in Table 3A and also the antiphase transverse relaxation
rateR2,anti, the decay rate of longitudinal two-spin orderRDQ,
and the amide proton longitudinal relaxation rateR1,H. The
relationships between these parameters and the relevant
spectral density values are given in Table 3B, and the
relationships for calculating the five critical spectral density
values are given in Table 4.

The initial implementation of SDM for15N-1H bond
vectors in the protease inhibitor eglin C50 indicated that the
three high-frequency spectral densities [J(ωH - ωN), J(ωH),
andJ(ωH + ωN)] have very similar values to each other but
that these differ substantially from theJ(ω) values at the
two low frequencies [J(0) andJ(ωN)]. This trend can also

Table 2. Spectral Density FunctionsJ(ω) for Various Motional Models Discussed in the Text

motional model spectral density function,J(ω) eq

isotropic molecular tumbling with no internal motiona J(ω) ) 2
5 ( τm

1 + (ωτm)2) 5

slow isotropic tumbling with faster isotropic internal motionsa J(ω) ) 2
5 ( τ

1 + (ωτ)2) 6

slow isotropic tumbling with faster, spatially restricted internal motions
(“original” model-free formalism)a J(ω) ) 2

5 ( S2τm

1 + (ωτm)2
+

(1 - S2)τ

1 + (ωτ)2) 7

“simplified” model-free formalism (τe , τm) with isotropic tumblingb J(ω) ) 2
5 ( S2τm

1 + (ωτm)2) 8

“extended” model-free formalism (two time scales of internal motion)
with isotropic tumblingc J(ω) ) 2

5 ( S2τm

1 + (ωτm)2
+

(Sf
2)τ′s

1 + (ωτ′s)
2) 9

axially symmetric tumbling with no internal motiona J(ω) )
2

5
∑
j)1

3

Aj( τj

1 + (ωτj)
2) 10

“original” model-free formalism with axially symmetric tumblingd J(ω) )
2

5
∑
j)1

3

Aj( S2τj

1 + (ωτj)
2

+
τ′j(1 - S2)

1 + (ωτ′j)
2) 11

fully anisotropic tumbling with no internal motione J(ω) )
2

5
∑
j)1

5

Aj( τj

1 + (ωτj)
2) 12

“original” model-free formalism with fully anisotropic tumblinge J(ω) )
2

5
∑
j)1

5

Aj( S2τj

1 + (ωτj)
2

+
τ′j(1 - S2)

1 + (ωτ′j)
2) 13

a These spectral density functions correspond to the four correlation functions listed in Table 1. Symbols are defined in the footnotes to Table
1. b Symbols are as defined for the “original” model-free formalism.c The generalized squared order parameter is defined asS2 ) Sf

2Ss
2, in which

Sf
2 is the squared order parameter for fast time scale (<20 ps) internal motions andSs

2 is the order parameter for slow internal motions occurring
on a time scaleτs longer than∼500 ps. The reduced time constantτ′s is defined as (τ′s)-1 ) (τm)-1 + (τs)-1. d Most symbols are as defined for the
case of axially symmetric tumbling with no internal motion. In addition, this equation contains the internal motional parameters (S2 andτe) and
three reduced time scales defined asτ′j ) τjτe/(τj + τe). e The coefficients are defined asA1 ) 6m2n2, A2 ) 6l2n2, A3 ) 6l2m2, A4 ) d - e, A5 )
d + e, in which d ) [3(l4 + m4 + n4) - 1]/2 ande ) [δx(3l4 + 6m2n2 - 1) + δy(3m4 + 6l2n2 - 1) + δz(3n4 + 6l2m2 - 1)]/6; l, m, andn are the
direction cosines of the X-H bond vector with respect to the diffusion axes,x, y, andz, respectively;δi ) (Di - D)/(D2 - L2)1/2; Dx, Dy, and
Dz are the diffusion constants around the three principal axes;D ) (1/3)(Dx + Dy + Dz); andL2 ) (1/3)(DxDy + DxDz + DyDz). The time constants
are defined asτ1 ) (4Dx + Dy + Dz)-1, τ2 ) (4Dy + Dx + Dz)-1, τ3 ) (4Dz + Dx + Dy)-1, τ4 ) [6(D + (D2 - L2)1/2)]-1, andτ5 ) [6(D -
(D2 - L2)1/2)]-1; and the reduced time constants are defined asτ′j ) τjτe/(τj + τe).73
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be observed in the simple spectral density functions simulated
in Figure 2; note that the three high frequencies occur in
almost identical positions on the logarithmic scale (symbol-
ized byωh). In addition, Peng and Wagner noted thatJ(0)
andJ(ωN) were the most variable spectral densities across
the eglin C sequence, indicating that they are particularly
sensitive to internal dynamics; this trend can also be seen in
the simulation of Figure 2c. These observations prompted
the subsequent development of simplified versions of the
SDM approach, referred to as “reduced spectral density
mapping” techniques.51-54

Reduced Spectral Density Mapping. In the simplest version
of reduced SDM,51 J(ω) values at the three high frequencies
(ωH - ωN, ωH, andωH + ωN) are combined into a single
spectral density valueJ(ωh) due to their negligible variation
in comparison with theJ(ω) values at the two low frequen-
cies (0,ωN). In this case, the equations relating the hetero-
nuclearR1 and R2 and the{1H}-15N NOE to the spectral
density values (Table 3A) can be simplified to those listed
in Table 5A, allowing the three reduced spectral densities
to be calculated directly from the three commonly measured
relaxation parameters (Table 5B). An alternative version of

Figure 2. Graphical representations of the spectral density functions corresponding to the correlation functions presented in Figure 1.
Panels a-d correspond to eqs 5, 6, 7, and 10, respectively, with the values of the parameters as listed in the footnotes for panels a-d,
respectively of Figure 1. Panels e and f illustrate the same spectral density function as panel d forR ) 90° andR ) 0°, respectively. Panels
d and f show five curves corresponding toD||/D⊥ values of 0.2 (labeled “oblate”), 0.5, 1, 2, and 5 (labeled “prolate”). Panel e shows five
curves corresponding toD||/D⊥ values of 0.2 (labeled “oblate”), 0.5, 1, 2 (labeled “prolate”), and 5 (dotted line). TheJ(ω) values at the
three critical frequencies (0,ωN, andωh) for a 600 MHz spectrometer are indicated by arrows; because the three high frequencies are nearly
indistinguishable on the scale shown and becauseJ(ω) values evaluated at these frequencies are extremely similar,J(ωh) is used to indicate
the spectral density values at frequencies ofωH, ωH+N, andωH-N, assumingJ(ω) is effectively constant atω ≈ ωH. The inset in panel c
is an expansion of the indicated region to illustrate that the three curves cross betweenωN andωh. Note that they-axis scales vary between
panels.
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the reduced SDM approach involves the assumption that the
high-frequency spectral densities are related to each other
in a simple manner: for example,J(ω) ) λ1/ω2 + λ2, in
whichλ1/ω2 andλ2 are the contributions toJ(ω) from overall

rotation and internal motion, respectively.52 Using relaxation
parameters collected at multiple field strengths, it is then
possible to calculate the spectral densities at each high
frequency. Although this is attractive, it should be noted that

Table 3. Relationships between Relaxation Parameters and Relevant Values of the Spectral Density Function

A. Relationships between the Three Commonly Measured Relaxation Parameters for NH or CH Groups and
the Relevant Values of the Spectral Density Function

parametera relationship to spectral density functiona,b eq

longitudinal relaxation rate constant for nucleus X R1
DD ) 1

4
d2[J(ωH - ωX) + 3J(ωX) + 6J(ωH + ωX)] 14a

R1 ) R1
DD + R1

CSA R1
CSA ) c2J(ωX) 14b

transverse relaxation rate constant for nucleus X R2
DD ) 1

8
d2[4J(0) + J(ωH - ωX) + 3J(ωX) + 6J(ωH) + 6J(ωH + ωX)] 15a

R2 ) R2
DD + R2

CSA + Rex R2
CSA ) 1

6
c2[4J(0) + 3J(ωX)] 15b

Rex ) conformational exchange broadening contribution
1H-X nuclear Overhauser effect (NOE) or cross-

relaxation rate constant (σXH) NOE ) 1 + 1
4

d2T1(γH/γX)[6J(ωH + ωX) - J(ωH - ωX)] 16a

σXH ) 1
4

d2[6J(ωH + ωX) - J(ωH - ωX)] 16b

B. Relationships between the Three Additional Relaxation Parameters Required for Full Spectral Density Mapping and
the Relevant Values of the Spectral Density Function

parametera,c relationship to spectral density functiona,b,d eq

antiphase transverse relaxation rate constant for nucleus XR2,anti
DD ) 1

8
d2[4J(0) + J(ωH - ωX) + 3J(ωX) + 6J(ωH + ωX)] 17a

R2,anti ) R2,anti
DD + R2,anti

CSA + FHXHi R2,anti
CSA ) 1

6
c2[4J(0) + 3J(ωX)] 17b

longitudinal two-spin order relaxation rate constant RDQ
DD ) 3

4
d2[J(ωX) + J(ωH)] 18a

RDQ ) RDQ
DD + RDQ

CSA + FHXHi RDQ
CSA ) c2J(ωX) 18b

1H longitudinal relaxation rate constant R1,H
DD ) 1

4
d2[J(ωH - ωX) + 3J(ωH) + 6J(ωH + ωX)] 19a

R1,H ) R1,H
DD + FHXHi FHX Hi ) ∑

i

2d2[JHXHi(ωHX - ωHi) + 3JHXHi(ωHX) + 6JHXHi(ωHX + ωHi)] 19b

a Superscripts “DD” and “CSA” refer to dipole-dipole and chemical shift anisotropy relaxation mechanisms, respectively.b ωH andωX are the
angular Larmor frequencies for1H and X () 13C or 15N) spins, respectively. The constantsd andc are defined as follows:d ) (µ0hγXγH/8π2)〈1/
rXH

3〉; c ) ωX∆σ/x3; µ0 is the permeability of free space;h is Planck’s constant;γX and γH are the gyromagnetic ratios of X and1H nuclei,
respectively;rXH is the length of an X-H bond vector, and the angular brackets indicate the time-averaged value; and∆σ is the chemical shift
anisotropy of the X spin.202 In some cases, the constantsd andc were defined differently in the cited articles; in these cases, we have redefined
these constants so that the definitions are consistent throughout the current paper.c R2,anti, RDQ, andR1,H represent the antiphase transverse relaxation
rate RXH(2Hz

X Xxy), the decay rate of longitudinal two-spin orderRXH(2Hz
X Xz), and the amide proton longitudinal relaxation rateRH(Hz

X),
respectively; in which using the nomenclatureRobs(Q) the “obs” refers to the observed nucleus or nuclei andQ refers to the type of spin undergoing
relaxation.49,50 d FHXHi is the net spin-lattice relaxation rate of a givenHX proton, due to other protons,Hi, where the two protons have angular
Larmor frequencies ofωHX andωHi, respectively, and spin-spin coupling ofJHXHi.49,500

Table 4. Equations for Explicit Calculation of the Five Critical Spectral Density Values from Six Measured Relaxation Parameters
According to the Full Spectral Density Mapping Approach of Peng and Wagner49,50

relationship of spectral density function to relaxation parametersa eq

J(0) ) 3

3d2 + 4c2(-1
2
R1 + R2 + R2,anti -

1
2
RDQ - 1

2
R1,H) 20

J(ωN) ) 2

3d2 + c2
(R1 + RDQ - R1,H) 21

J(ωH + ωN) ) 1

6d2
(R1 - RDQ + R1,H + 2σXH) 22

J(ωH) ) 1

3d2
(-R1 + 2R2 - 2R2,anti + RDQ + R1,H) 22

J(ωH - ωN) ) 1

d2
(R1 - RDQ + R1,H - 2σXH) 23

a Symbols are as defined in the footnotes to Table 3.
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the variations between the different high-frequencyJ(ω)
values are completely reliant on the assumed relationship
between these values. Furthermore, unless the proportionality
constants (λ1 andλ2) differ substantially between residues,
the calculated high-frequency spectral densities would all be
expected to display similar variations across the protein
sequence, so this method may not provide any more structural
or mechanistic insights than the simple reduced SDM
method.

The reduced SDM approach has the obvious advantage
that it requires roughly half the primary data relative to the
full SDM method. An additional benefit is that the reduced
SDM method requires the same relaxation parameters to be
measured as for the model-free formalism discussed below.
Commonly, one does not know prior to data collection
whether the assumptions of the model-free approach will hold
for a particular protein. Therefore, if one finds that the data
cannot be adequately fit using the model-free method, the
reduced SDM analysis can be applied without recourse to
additional data collection.

Spectral density values calculated using either the full or
reduced SDM methods indicate whether the motions of a
particular bond vector are dominated by high- or low-
frequency oscillations. A qualitative assessment of the same
factors can often be made directly by observation of
variations in the primary relaxation data across a protein
sequence or between similar proteins. The simulated data
shown in Figure 3 illustrate the relationships between the
three reduced spectral density values,J(0), J(ωN), andJ(ωh),
and the three commonly measured relaxation parameters,R1,
R2, and the NOE for a protonated15N nucleus. The following
points are noteworthy.

(1) On the basis of the formulas in Tables 3A and 5A, it
is clear thatJ(ωh) and J(ωN) influence all three relaxation
parameters, whereasJ(0) influences onlyR2.

(2) Increased motions close to either the15N or 1H Larmor
frequency enhanceR1 relaxation of the15N nucleus, although
R1 is most sensitive to changes inJ(ωN). For example, in

Figure 3a, doublingJ(ωN) increasesR1 ∼1.85-fold, whereas
doublingJ(ωh) increasesR1 only ∼1.15-fold. This is in part
because the value ofJ(ωN) is typically much larger than
J(ωh). However, another relevant factor is that spin flips of
the 1H itself do not affect the population of15N spins; the
dependence ofR1 on J(ωh) is entirely due to zero-quantum
and double-quantum transitions (see the definition ofR1; eq
14a in Table 3A).

(3) Because the NOE is a function ofR1, it should not be
surprising that the NOE is also influenced by motions close
to both the15N and 1H Larmor frequencies. However, the
effects of these two terms are distinguishable because
increasingJ(ωh) leads to a reduction in the NOE, whereas
increasingJ(ωN) causes an increase in the NOE as shown
in Figure 3b. NOE values approach the theoretical maximum
of unity when J(ωh) approaches zero but can become
negative when extensive high-frequency motions are present,
that is, high values ofJ(ωh). The influence ofJ(ωN) on the
NOE is a consequence of the variation inR1 values with
varying J(ωN) (Table 5A). Consequently, the productR1(1
- NOE) is independent ofJ(ωN) and is simply proportional
to J(ωh) (Figure 3e). Elevated values of this product are a
direct indication of extensive high-frequency motion.

(4) R2 relaxation is affected by motions throughout the
frequency spectrum but is dramatically more sensitive to low-
frequency motions. For example, in the simulations of Figure
3c,d, doubling the value ofJ(ωN) or J(ωh) causes a very
small (<2%) increase inR2, whereas doubling the value of
J(0) increasesR2 by 83-96%. Considering thatR1 andR2

are influenced similarly byJ(ωh) but onlyR2 is affected by
J(0) and onlyR1 is influenced significantly byJ(ωN), the
ratio R2/R1 is most sensitive to variations in the latter two
spectral densities (Figure 3f).

An important caveat of the SDM approach involves the
influence of slow conformational exchange on transverse15N
or 13C relaxation. If conformational exchange is present,
measuredR2 values will contain contributions from both the
spectral densities discussed above and the exchange broaden-

Table 5. Relationships between Relaxation Parameters and Reduced Spectral Density Values and Equations for Calculation of the
Reduced Spectral Density Values

A. Relationships between the Three Commonly Measured Relaxation Parameters and
the Reduced Spectral Density ValuesJ(0), J(ωN), andJ(ωh)52

relationship of relaxation parameters to reduced spectral density valuesa,b eq

R1 ) 1
4

d2[3J(ωN) + 7J(ωh)] + c2J(ωN) 24

R2 ) 1
8

d2[4J(0) + 3J(ωN) + 13J(ωh)] + 1
6
c2[4J(0) + 3J(ωN)] 25

NOE ) 1 + 1
4

T1d
2(γH/γN)[5J(ωh)] 26

B. Equations for Explicit Calculation of the Three Reduced Spectral Density Values from
the Three Commonly Measured Relaxation Parameters

relationship of reduced spectral density values to relaxation parametersa,b eq

J(0) ) 1

3d2 + 4c2 (6R2 - R1(3 + 18
5

(γN/γH)(NOE - 1))) 27

J(ωN) ) 4

3d2 + 4c2 (R1(1 - 7
5
(γN/γH)(NOE - 1))) 28

J(ωh) ) 4

5d2
(R1(γN/γH)(NOE - 1)) 29

a Unless otherwise noted, symbols are as defined in the footnotes to Table 3. Again, the constantsd and c have been redefined to maintain
consistency throughout the current paper.b ωh represents the value of the spectral density function at frequencies ofωH, (ωH + ωN), and (ωH - ωN),
assumingJ(ω) is effectively constant over this frequency range.52
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ing termRex (Table 3A). Consequently, if exchange broaden-
ing is assumed to be absent, the calculatedJ(ω) values will
be incorrect. In particular,J(0) values will be overestimated.55

To separate these two effects, relaxation data can be
measured at multiple magnetic field strengths.56 In the
absence of such data,J(0) should be interpreted as represent-
ing a combination of slow motions (such as molecular
tumbling) and conformational exchange.

3.4. Lipari −Szabo Model-free Formalism
The spectral density values discussed above represent the

probabilities with which a bond vector is oscillating at each
specified frequency. However, they do not directly indicate
whether these oscillations are associated with global molec-
ular rotation or the local or segmental internal motions
affecting the bond vector. To gain a mechanistic understand-

ing of protein dynamics, it is beneficial to separate the
internal dynamics from the global motions. The so-called
“model-free” formalism, introduced by Lipari and Szabo in
1982,45,46 is an attempt to do just this and has gained
widespread popularity since it was first applied to1H-detected
15N relaxation data by Kay, Torchia, and Bax in 1989.47

The basic premise of the model-free formalism is that the
internal motions of bond vectors in proteins are independent
of the overall rotational diffusion of the molecule as a whole.
In addition, the rotational diffusion of the molecule influences
each bond vector identically (for isotropic rotation) or in a
manner that is related through the relative orientations of
the bond vectors in the molecule (for nonisotropic rotation),
whereas the internal motions of any two bond vectors are
independent of each other or at least unrelated in any
predictable way. Recently, an alternative approach dubbed

Figure 3. Simulated data showing the relationships between the three reduced spectral density values,J(0), J(ωN), andJ(ωh), and the three
commonly measured relaxation parameters,R1, R2, and the NOE for a protonated15N nucleus. Shown in each panel is the dependence on
J(ωh) of (a) R1, (b) NOE, (c, d)R2, (e) R1(1-NOE), and (f) the R2/R1 ratio for the indicated values ofJ(0) andJ(ωN). Note thatJ(ωh)
represents the value of the spectral density function at the frequenciesωH, ωH+N, andωH-N, assumingJ(ω) is effectively constant over this
frequency range.
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“slowly relaxing local structure” (SRLS), has been developed
in an effort to also incorporate coupling between global and
local motions.57 Below we discuss several variations of the
model-free formalism, which differ from each in two main
respects: (1) whether the overall tumbling is assumed to be
isotropic, axially symmetric, or completely anisotropic and
(2) whether the internal motions are assumed to occur on a
single time scale or two separable time scales. Irrespective
of these details, the correlation function for each bond vector
can now be represented as the product of the correlation
functions for overall (global) and internal motions:C(t) )
Cglobal(t)Cinternal(t). These component correlation functions can,
in turn, be written as functions of the characteristic time
scales of overall and internal motions and the degree of
spatial restriction of internal motions. The spectral density
functions (and hence the relaxation parameters) can then be
reformulated in terms of these same motional parameters so
that the observed relaxation parameters can be fit to yield
values for the dynamics parameters. Typically, the internal
motions of bond vectors are substantially faster than the rate
of molecular rotational diffusion. However, the model-free
approach remains valid, albeit less precise, even for internal
motions on time scales somewhat slower than molecular
tumbling;58 characterization of substantially (>50-fold)
slower motions is not practical. The discussion below refers
to the situation in which three relaxation parameters (R1, R2,
and NOE) are measured at a single magnetic field strength
for each nucleus of interest. In laboratories where it is
possible, it has become common to repeat some or all of
these measurements at one or two additional field strengths,
which yields a proportionately greater number of measured
relaxation parameters for each nucleus, allowing the model-
free parameters to be determined with greater precision or
allowing a larger number of adjustable parameters to be
determined.

(1) Isotropic Tumbling with a Single Time Scale of Internal
Motion. In this “original” model-free formalism, the overall
motions are assumed to be unrestricted with a correlation
function that decays exponentially to zero with a single
characteristic (typically slow) time scale (τm), as illustrated
in Figure 1a. The internal motions, on the other hand, are
assumed to be spatially restricted so that the correlation
function for internal motions decays to a finite (plateau) value
with a characteristic (typically fast) time scale (τe, where
the subscript denotes the effective time scale of internal
motions). The resulting total correlation function (Figure 1c)
is a double exponential with the fast and slow phases
representing the internal and global motions, respectively.
The relative amplitude of the slow (global) phase, that is,
the plateau value divided by the initial valueC(0), is defined
as the square of the order parameter (S2) and represents the
degree of spatial restriction of internal motions; completely
restricted motions haveS2 ) 1, and completely unrestricted
motions haveS2 ) 0. Thus, there are three fitted parameters
for each bond vector (τm, τe, andS2). Because one of them
(τm) is the same for alln bond vectors, the problem is
overdetermined (2n + 1 fitted dynamics parameters and 3n
measured relaxation parameters), so unique solutions can be
obtained for all of the dynamics parameters. Alternatively,
if τm has been determined (see section 3.5, subsection 4))
there are only 2n fitted parameters (τe and S2 for each
residue), which can be adequately determined from theR1

and NOE data without need forR2 data.59

(2) Simplified Model-Free Formalism: Extremely Fast
Internal Motions. If the internal motions of a bond vector
are extremely fast in comparison to the overall tumbling (τm/
τe > 100), then the spectral density function in the relevant
frequency range becomes insensitive to the time scale of
internal motions but remains sensitive to their degree of
restriction (Figures 2c and 4a-c). Consequently,J(ω)
reduces to the form shown in eq 8 (Table 2), and the
relaxation data can still be fit to yieldS2 for each bond vector
andτm for the molecule.

(3) Extended Model-free Formalism: Two Time Scales
of Internal Motions. In cases when the internal motions of a
protein cannot be adequately described using the original
model-free formalism, it may be possible to account for the
observed relaxation data by adding an additional fitting
parameter to the model-free formalism. A common approach,
first proposed by Clore and co-workers,60,61is to assume that
the internal motions occur on two separable time scales (τf

andτs, where the subscripts denote fast and slow), each with
a corresponding squared order parameter (Sf

2 andSs
2). By

necessity,τf is assumed to be too fast to affect the relaxation
parameters, leaving only three dynamics parameters to be
determined for each residue (eq 9, Table 2). Although
extension of the model-free formalism in this manner often
gives a statistically significant improvement in the fits,62

interpretation of the results is not straightforward. The slow
time scale is often found to approach the correlation time
for overall motions, indicating that the overall tumbling and
internal dynamics are no longer well-separated.63 In addition,
one can imagine alternative methods for increasing the
number of fitted parameters that might also result in
improved fits over the original model-free formalism, so the
observation of improved fits using this common extended
method does not necessarily indicate that the extended model
is realistic.

(4) Original Model-free Formalism with Anisotropic
Tumbling. The assumption that rotational diffusion is iso-
tropic is adequate for proteins having shapes (including the
hydration shell) that are close to spherical. However, many
proteins have one dimension that is elongated (prolate
ellipsoid, the shape of a rugby ball) or shortened (oblate
ellipsoid, approaching a disk shape) relative to the other two,
whereas others have three distinguishable principal axes of
rotation. Because rotational diffusion is faster around a long
axis than a short axis, the relaxation of a nucleus will be
differentially affected depending on whether the associated
bond vector is aligned with the long or the short axis of the
molecule. Consequently, it is necessary to extend the
correlation function to account for rotation around the
different axes and the orientation of each bond vector with
respect to the principal axes. This can be accomplished if
the structure of the molecule is known. The correlation
function and spectral density function for axially symmetric
molecular tumbling are given in Tables 1 and 2 (eqs 4 and
10). The resulting form of the overall spectral density
function, incorporating spatially restricted internal motions,
is given in Table 2 (eq 11). For axially symmetric molecular
diffusion, four parameters must be optimized to define the
rotational diffusion of the molecule: the two time scales and
two angles specifying the position of the unique axis relative
to a reference axis system.64 For the fully anisotropic case it
is necessary to define six parameters: three time scales and
three angles. Once these parameters have been established,
the angle of each bond vector to each principal rotational
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axis can be obtained from the structure.45 Considering that
the same two internal parameters (S2 and τe) must be
determined for each of then bond vectors, the fitting problem
remains overdetermined (2n + 4 or 2n + 6 fitted dynamics
parameters and 3n measured relaxation parameters for data
collected at a single field strength).

(5) Incorporation of Conformational Exchange Broaden-
ing. As discussed above, conformational exchange in the
microsecond-millisecond time regime can increase the
apparent transverse relaxation rate constant relative to the
value defined by the dipolar and CSA mechanisms. If such
a contribution is present, it must be accounted for during
fitting of the relaxation data. Thus, the observedR2 value is
expressed as the sum of dipolar, CSA, and exchange
broadening contributions, with the latter designatedRex (eq
15, Table 3A). In this case,Rex is treated as an adjustable
parameter during the fitting of relaxation data to the original
or simplified form of the model-free formalism. The fitted
value ofRex will depend entirely on the observedR2 value,
and the fitted values ofS2 andτe will be determined by the
values ofR1 and NOE (as well as the rotational diffusion
tensor).

(6) Anisotropic Tumbling with AlternatiVe Formalisms for
Internal Motions. Because the model-free approach assumes
independence of overall and internal motions, it is straight-
forward to develop correlation functions that account for both
the anisotropic molecular rotation and either the simplified
or extended formalisms for internal motions (Table 2). The
one caveat is that as the number of fitted parameters increases
it may approach the number of measured relaxation param-
eters, resulting in increased uncertainties or, in the extreme,
an inability to uniquely define the dynamical parameters. In
reality, there are usually very few residues in a protein that
require the extended model-free formalism. However, in
some cases, slow conformational exchange can be spread
throughout a protein, leading to difficulty defining the
rotational diffusion parameters. In the latter case, the SDM
approach may be preferred over model-free analysis.65,66

Figure 4 illustrates the relationships of the internal NH
group model-free parameters (S2 and τe) to the spectral
density valuesJ(0), J(ωN), and J(ωH) and to the primary
relaxation parameters. These simulations were performed
according to the original model-free formalism for a protein
that tumbles isotropically with a correlation time ofτm )
10 ns, which is typical for a protein of molecular mass around
20 kDa. For most values ofτe shown, the values ofJ(0) and
J(ωN) increase as the motions become more restricted (higher
S2), whereas the value ofJ(ωH) decreases asS2 increases
(Figure 4a-c). J(0) is dominated by the global tumbling and
so is very insensitive to the time scale of internal motions
(τe), whereasJ(ωN) increases substantially as the internal
motions become slower (higherτe). The dependence ofJ(ωH)
on τe is more complex.J(ωH) increases with increasingτe

until τe reaches a value of 1/ωH (265 ps for a1H frequency
of 600 MHz) and then begins to decrease again. The
dependence ofR1 on the internal model-free parameters
(Figure 4d) is similar to the dependence ofJ(ωN) on these
parameters, with longitudinal relaxation reaching a maximum
as motions become slower and more restricted (dominated
by global tumbling). Similarly,R2 relaxation is dominated
by the low-frequency oscillations,J(0), and so is most
efficient when internal motions are highly restricted (Figure
4e). BecauseR1 is more sensitive thanR2 to the time scale

of internal motions, low values of the ratioR2/R1 provide a
useful indication of slow internal motions (high values of
τe) (Figure 4f). Finally, the heteronuclear NOE has a
maximum value (close to unity) when internal motions are
highly restricted; the precise value of this maximum is a
function ofτm. As motions become less restricted, the NOE
decreases, with the decrease being most pronounced forτe

values close to the inverse of the1H Larmor frequency
(Figure 4g). For extremely fast internal motions, approxi-
mated by the simplified model-free formalism, the NOE
becomes independent ofS2 (top curve in Figure 4g).

The model-free approach is particularly attractive because
it assists us in understanding the mechanistic consequences
of molecular motion. The global tumbling parameters provide
information about the apparent size and shape of the
molecule, indicating the presence of quaternary structure and
providing useful comparisons to other physical measurements
such as viscosity, sedimentation data, fluorescence anisot-
ropy, and gel filtration retention times. On the other hand,
the internal motions of the molecule are more likely to
influence the chemical interactions dictating binding or
catalysis. In particular, the order parameter represents the
range of motion of each bond vector and so is conceptually
related to the number of conformational states or the
conformational entropy (vide infra).

Despite the utility of separating global and local motions,
it is important to recognize the limitations of the model-free
approach. First, there is the possibility that internal motions
can occur on a time scale similar to that of overall tumbling.
The extended model-free formalism may indicate the pres-
ence of such slow motions, but they could be superimposed
on faster internal motions that do not satisfy the assumption
of this formalism (i.e., thatτf is extremely small). In this
case, the extended model-free formalism may be unable to
fit the data (which is sometimes observed) or it may yield
parameters that do fit the data yet are not a realistic
representation of the actual molecular motions. A second
possible scenario is that the internal motions of a particular
bond vector are all fast but they are not adequately described
by a single time scale of motion and a single spatial
parameter. In this case the correlation function for internal
motion would be multiexponential and the spectral densities
at the high frequencies would be related in some complex
manner to the time scales and degrees of restriction of the
various internal motions. Indeed, the energy landscapes for
structural fluctuations in proteins are far from simple, so this
more complicated scenario is probably more realistic in most
cases. Nevertheless, the observations that the model-free
formalism satisfies relaxation data for many proteins and that
the spectral densities obtained by SDM at multiple fields
are in good agreement with the model-free spectral density
function55 suggest that this formalism is a reasonable first-
order approximation for describing fast internal motions.
Finally, we reiterate the caveat that, with the exception of
conformational exchange terms (Rex), NMR relaxation mea-
surements are not sensitive to rotational motions substantially
slower than the time scale of molecular tumbling, to
rotational motions around the bond vector of interest, or to
translational motions. This is simply because such motions
will make an insignificant contribution to the correlation
function so it should not be considered a specific limitation
of the model-free approach.
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3.5. Practical Implementation of the Model-free
Formalism

This section is intended as a brief guide to researchers
who plan on using model-free analysis for the first time to
study the dynamics of backbone amide bond vectors. We
outline the main steps in the process and attempt to highlight
important considerations in optimizing the precision and
reliability of the results.

(1) Collection of NMR Relaxation Data.Longitudinal (R1)
and transverse (R2) relaxation rate constants and{1H}-15N
steady-state nuclear NOEs are typically measured from 2D
1H-15N correlation spectra recorded at one or more magnetic
field strength(s) using pulsed-field gradient sensitivity-
enhanced pulse sequences, such as those developed by
Farrow and co-workers.2,67,68 If data are limited to a single
field strength, it is advisable to collect additional relaxation

Figure 4. Simulations showing the relationships of model-free dynamics parameters to spectral density values and relaxation parameters
for a protonated15N nucleus: (a, b) dependence ofJ(0) andJ(ωN) on S2 for τe values of 5 (bottom), 10, 20, 50, 100, 200, and 500 (top)
ps; (c) dependence ofJ(ωH) on S2 for the indicatedτe values; (d, e) dependence ofR1 andR2 on S2 for τe values of 5 (bottom), 10, 20, 50,
100, 200, and 500 (top) ps; (f) dependence ofR2/R1 on S2 for τe values of 5 (top), 10, 20, 50, 100, 200, and 500 (bottom) ps; (g) dependence
of NOE onS2 for the indicatedτe values. All simulations were performed using the original model-free formalism (eq 7) withτm ) 10 ns
and a magnetic field strength of 14.1 T, corresponding to a1H Larmor frequency of 600 MHz.
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data such as the15N transverse cross-corrrelated relaxation
rate constants (ηxy)69,70 to facilitate identification of bond
vectors that are subject to conformational exchange broaden-
ing. Pulse sequences for measuring spin relaxation have been
reviewed elsewhere.1,7 Briefly, R1 andR2 data are recorded
as a series of spectra in which a relaxation delay (τ) is varied
between spectra.ηxy data are recorded as two parallel series
of spectra. One spectrum of each pair detects the component
of antiphase15N magnetization (2IzSy) that cross-relaxes to
in-phase (Sy) magnetization during a relaxation delay (τ),
whereas the other spectrum of each pair detects the compo-
nent that remains antiphase.69,70 {1H}-15N NOEs are mea-
sured using pairs of spectra recorded in the presence and in
the absence of1H saturation; it is advisable to collect at least
two pairs of NOE spectra. The precision of calculated
dynamics parameters depends critically on the quality of the
primary relaxation data. Therefore, considerable care should
be taken to maximize the signal-to-noise ratios of these
spectra. Unfortunately, this has often required long data
collection times, although this problem is being alleviated
by the increasing availability of cryogenically cooled, high-
sensitivity NMR probes.

As discussed in section 4, many of the most interesting
studies of protein dynamics involve comparison between two
or more forms of the same protein. Because the dynamics
of a protein can be sensitively dependent on sample condi-
tions (temperature, pH, ionic strength, viscosity, etc.), it is
essential to carefully control these factors. We recommend
calibrating the probe temperature before collection of each
data set and using identical buffers and protein concentrations
for comparative samples.

(2) Determination of Relaxation Parameters and Uncer-
tainties. Relaxation parameters and their uncertainties are
obtained from the variations of peak intensities (heights or
volumes) in the various spectra discussed above. Viles et
al. have compared several alternative methods for the
determination of peak intensities and the influence of this
choice of the precision and accuracy of relaxation param-
eters.71 For R1, R2, andηxy data, the peak intensities are fit
to the functions listed in Table 6. Considering that the
precision of the peak intensities varies throughout a series
of spectra, it is preferable to weight the data points in these
fits according to the inverse squares of the uncertainties in
the peak heights. Peak height uncertainties are determined
most reliably by recording duplicate spectra at particularτ
time points. For a duplicate pair of spectra, the pairwise
differences in peak intensities are measured for a representa-
tive set of peaks, and the standard deviation of these
differences is divided byx2 to yield a reasonable estimate
of the absolute uncertainty in peak intensities for all peaks
in the spectra acquired at that time point. For time points
not acquired in duplicate, the absolute uncertainty in peak
intensities is determined by linear interpolation between

duplicated time points. Uncertainties in relaxation rate
constants are determined as the standard errors of the fitted
R1, R2, andηxy values.

Steady-state{1H}-15N NOEs are determined as the ratios
of cross-peak intensities in spectra recorded in the presence
(Isat.) and in the absence (Iunsat) of 1H saturation [NOE)
Isat./Iunsat]. Uncertainties in NOE measurements can be
determined by various methods.7 In one approach, the
uncertainties in Isat. and Iunsat are first estimated then
propagated through to the NOE values.7 If only a single pair
of NOE spectra has been recorded, the uncertainties inIsat.

and Iunsat are assumed to be equal to the root-mean-square
noise in the spectra, which may underestimate the errors.
Therefore, it is preferable to estimate these uncertainties by
comparison of replicate spectra. An alternative approach72

is to first calculate the NOE values independently for each
pair of spectra and then to estimate the uncertainty in the
NOE values by comparison of the replicate NOE determina-
tions. In this case, the absolute uncertainty in the NOE is
the same for all residues.72

(3) Identification of Residues Affected by ExtensiVe
Disorder on a Picosecond Time Scale or Chemical Exchange
on a Microsecond-Millisecond Time Scale.As discussed
below, to obtain a reliable estimate of the overall rotational
diffusion tensor of a protein, it is necessary to analyze the
relaxation parameters for residues having internal motions
that are very fast (τe , τm) and for which there is no
significant contribution toR2 from conformational exchange.
Thus, it is important to first identify residues that do not
satisfy these criteria and to exclude them from the diffusion
tensor determination. Residues that do not satisfy the first
criterion are typically identified by their lowR2/R1 ratios47,60

or their low NOE values73 (see Figure 4f,g), although the
precise cutoff values used vary between different studies.
Residues experiencing conformational exchange on a slow
(from microsecond to millisecond) time scale can be identi-
fied by their elevatedR2/R1 ratios,47,74by comparingR2 values
measured at different magnetic field strengths, by comparing
R2 (or R1F) values measured using different spin-echo delays
(or spin-locking field strengths) in the pulse sequence, or
from measurements of cross-correlated relaxation rate con-
stants. These techniques have been reviewed recently.75-77

As an example, if the transverse cross-correlated relaxation
rate constant has been measured, residues havingR2/ηxy ratios
that exceed the average by more than one standard deviation
may be deemed to have slow conformational exchange.72

(4) Determination of the Molecular Rotational Diffusion
Tensor.Having excluded residues according to the above
criteria, the rotational diffusion tensor of the protein is most
commonly obtained by analysis of theR2/R1 ratios for the
remaining residues. It is reasonable to assume that the
dynamics of these residues can be adequately described by
the simplified model-free formalism. The spectral density

Table 6. Functions for Determination of Relaxation Rate ConstantsR1, R2, and ηxy for a Protonated 15N Nucleus

relaxation parameter relationship of peak intensities to relaxation rate constants eq

longitudinal relaxation rate constant (R1)a,b I(τ) ) exp(-R1τ) 30
transverse (auto)relaxation rate constant (R2)a I(τ) ) exp(-R2τ) 31
transverse cross-correlated relaxation rate constant (ηxy)c Icross(τ)/Iauto(τ) ) tanh(ηxyτ) 32

a I(τ) is the peak intensity in the spectrum for which the relaxation delay time isτ. b Although the longitudinal relaxation does not naturally
decay to zero, it is typical to use phase cycling to cancel the nondecaying component, resulting in a signal that decays exponentially to zero.203

c Icross(τ) is the peak intensity for the component of antiphase15N magnetization (2IzSy) that cross-relaxes to in-phase (Sy) magnetization during the
relaxation delay (τ), whereasIauto(τ) is the peak intensity for the component that remains antiphase.69,70The utility of the cross-correlated relaxation
method may be limited by the low sensitivity of the former component for short time delays.
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function for this formalism (eq 8) does not contain aτe term
and is directly proportional to the value ofS2. Therefore,
bothR2 andR1 values are directly proportional toS2 and the
ratio R2/R1 becomes independent of bothS2 andτe, that is,
dependent only on the global tumbling parameters and the
angle(s) relating the global diffusion axes to the bond vector
of interest.

In the case of isotropic molecular tumbling, there is a
simple relationship between the molecular rotational cor-
relation time (τm) and theR2/R1 ratios.47 Consequently, the
R2/R1 ratios for individual bond vectors can be used to
calculate apparentτm values for individual residues.78,79The
average and standard deviation of these apparentτm values
provide reasonable estimates of the actualτm value and its
uncertainty, respectively. If the rotational diffusion of the
molecule is significantly anisotropic, the apparentτm values
determined by this method would be expected to vary
systematically according to the orientations of the associated
bond vectors in the molecule. The assumption of a single
τm value would then introduce systematic errors into the
internal dynamics parameters. Consequently, rather than
assuming an isotropic diffusion tensor, it is advisable to
independently determine isotropic, axially symmetric, and
fully anisotropic rotational diffusion tensors and then to
analyze the fitting statistics to decide on the most appropriate
diffusion tensor to use for analysis of internal dynamics. In
this approach, the one, four, or six parameters defining a
putative diffusion tensor are used to calculate theR2/R1 ratios
for all bond vectors in the protein; the calculations for axially
symmetric and fully anisotropic diffusion tensors take into
account the orientations of the bond vectors relative to the
principal axes of the diffusion tensor, so a structure must be
available. The optimal diffusion tensor is then obtaining by
systematic variation of the diffusion tensor parameters so as
to minimize the differences between observed and predicted
R2/R1 ratios.73 For the axially symmetric case, the optimiza-
tion function typically has two minima, one for oblate and
one for prolate diffusion tensors,80 so it is necessary to
determine both of these minima and select the one with the
lowest ø2 goodness-of-fit parameter. Theø2 values for the
three different models are expected to decrease as the number
of fitted parameters increases, from isotropic to axially
symmetric to fully anisotropic models. Selection of the most
appropriate diffusion tensor model can be readily ac-
complished usingF-statistical comparisons. Programs such
as “quadric•diffusion” (A. G. Palmer III, Columbia Uni-
versity) give optimized diffusion tensor parameters along
with both ø2 and F statistics, allowing straightforward

selection of the best model by comparison with statistical
tables. For example, for one data set of 46 residues from
our laboratory, quadric diffusion reported a lowerø2 for the
axial oblate model relative to the axial prolate model,
indicating that the former model is preferable. TheF statistics
reported were 3.43 (isotropic versus axial oblate) and 0.28
(axial oblate versus anisotropic). These compare with
tabulated critical values [F0.05(ν1,ν2)] of F0.05(3,42) ) 2.84
and F0.05(2,40) ) 3.23, respectively, in whichν1 is the
difference between the number of fitted parameters in the
two models andν2 is the number of data points minus the
number of fitted parameters in the more complex model. The
more complex model is chosen only if theF statistic exceeds
the critical value. Thus, in this example, the axial oblate
diffusion tensor is preferred.

Although the above method is by far the most commonly
used, we note that additional approaches for determination
of the rotational diffusion tensor from spin relaxation data
have also been developed.59,79,81-84 These relaxation-based
methods, as well as experimental approaches based upon
measurement of residual dipolar coupling constants and
theoretical approaches, have been thoroughly reviewed by
Fushman et al.85

(5) Model-free Fitting and Selection of the Best Formalism
for Internal Dynamics.After the optimum molecular rota-
tional diffusion tensor has been determined, measured NMR
relaxation data can be analyzed in the context of the selected
diffusion tensor using any of the five versions of the model-
free formalism listed in Table 7. These five approaches are
commonly referred to as “models” 1-5, but it should be
noted that they are merely mathematical models that
incorporate certain assumptions about the time scales of
internal motions or presence of conformational exchange;
they do not presuppose any particular mechanism of internal
dynamics, so the resulting parameters are still considered to
be “model-free”. Typically, relaxation data for each residue
are fit independently to each mathematical model to yield
the corresponding internal dynamics parameters (Table 7).
Fitting can be performed using standard nonlinear optimiza-
tion programs such as Matlab, although for standard ap-
plications it is convenient to utilize a program such as
ModelFree (A. G. Palmer III, Columbia University), which
was written specifically for model-free analysis and is freely
available. Models 1 and 2 represent the simplified and
original model-free formalisms, respectively. Models 3 and
4 represent the same two formalisms with the addition of an
Rex term to account for conformational exchange broadening.
Finally, model 5 represents the extended model-free formal-

Table 7. Five Common Mathematical Models Used for Optimization of Dynamics Parameters According to the Lipari-Szabo
Model-free Formalism

model model
spectral density function
for isotropic tumbling

parameters
optimizeda,b assumptions

1 simplified model-free formalism Table 2, eq 8 S2 τe , τm

Rex ≈ 0
2 original model-free formalism Table 2, eq 7 S2, τe τe < 500 ps

Rex ≈ 0
3 simplified model-free formalism plus conformational exchange term Table 2, eq 8 S2, Rex τe , τm

4 original model-free formalism plus conformational exchange term Table 2, eq 7 S2, Rex, τe τe < 500 ps
5 extended model-free formalism Table 2, eq 9 Ss

2, Sf
2, τs τf , τm

τs g 500 ps
Rex ≈ 0

a Parameters are defined in the footnotes to Table 2 and are discussed in the text.b Parameters are optimized so as to minimize theø2 function:
ø2 ) ∑i)1

N Γi ) ∑i)1
N ∑j)1

Mi [(Rij - R̂ij)2/σij
2], in which N is the total number of spins. For theith spin,Γi is the sum-squared error,Mi is the number

of experimental relaxation parameters,Rij is thejth experimental relaxation parameter,R̂ij is thejth theoretical relaxation parameter calculated from
putative values of the dynamics parameters, andσij is the experimental uncertainty in thejth relaxation parameter.62
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ism with two time scales of internal motion. The quality of
the fits between the experimental data and each model are
calculated asø2 statistics, and the different models are then
compared to each other usingF statistics. Model selection
based upon these two statistics can be performed according
to the flowchart outlined by Mandel et al.62 Scripts available
with the ModelFree program perform the model selection
in a streamlined manner. Limitations of this model selection
technique and possible systematic errors resulting from
erroneous model selection have been discussed.86,87

Uncertainties in calculated dynamics parameters are most
commonly determined using Monte Carlo simulations.74 In
this approach, each relaxation parameter and its uncertainty
are considered to be the mean and standard deviation,
respectively, of a Gaussian distribution, and several hundred
sets of relaxation parameters are generated randomly from
these distributions. Each set of relaxation data is analyzed
using model-free analysis to yield dynamics parameters from
which averages and standard deviations are calculated.
Standard deviations of simulated dynamics parameters are
used as uncertainty values for the model-free dynamics
parameters. Although this process is relatively straightfor-
ward, the distributions of simulated dynamics parameters
may be highly non-Gaussian due to the nonlinear relationship
between relaxation and dynamics parameters. Consequently,
alternative graphical techniques and Bayesian statistical
methods have been developed in an attempt to obtain
dynamics parameters and uncertainties that are not biased
by the incorrect assumption of Gaussian distributions.88,89

Although these methods may be more rigorously correct, they
have not been used as widely as the Monte Carlo methods,
presumably for reasons of convenience. Finally, we note that
these methods for estimation of uncertainties take into
account only random errors in the data. In addition to these,
there may be systematic errors in the dynamics parameters
resulting from such sources as90 systematic errors in the
relaxation parameters themselves (e.g., due to nonexponential
decay), the existence of alternative relaxation pathways not
considered above, incorrect estimation of the X-H bond
length or the chemical shift anisotropy, errors in the structural
coordinates, and possible coupling between internal and
overall motion.

3.6. Specific Motional Models
The major disadvantage of the model-free approach is that

it is indeed model-free; that is, it does not provide a detailed
physical picture of the internal motions that can then be
related to the chemical mechanism, binding interactions, or
other physical or spectroscopic properties of the protein. As
an alternative approach, it would be attractive to define
specific models to describe the details of the internal motions
and then to fit each model to the relaxation data so as to
determine the most appropriate description of the motions.
Daragan and Mayo have written a very detailed review
describing a variety of reasonable motional models that can
be used to fit relaxation data.5 Considering that the math-
ematics of these models is often extremely complicated (by
the standards of most physical biochemists), here we provide
a brief description of the general approach and then discuss
the relationship of some simple motional models to the
model-free parameters.

There are two general approaches to fitting relaxation data
to specific motional models. In one approach, a series of
parameters are defined to describe the internal motions

according to the model selected, and a separate set of
parameters is used to define the overall rotational diffusion
of the protein. The spectral density function is derived in
terms of these internal and global parameters. For any given
values of the parameters it is then possible to evaluateJ(ω)
at the five critical frequencies and hence to calculate values
for the relaxation parameters. Iterative adjustment of the
motional parameters is used to optimize their agreement with
experimental data. The alternative approach is to first analyze
the data using the model-free approach and then to optimize
the parameters for a specific motion model such that they
agree most closely with the model-free parameters. A
significant advantage of this latter approach is that the model-
free method is quite effective at defining the overall rotational
motions of the protein so these are factored out in the
analysis, leaving only internal motions to be analyzed on a
model-specific basis. However, the caveat of this method is
that this approach already imposes a specific functional form
on the internal correlation function, and this may not be
strictly consistent with a particular motional model. Never-
theless, considering the popularity of the model-free formal-
ism and the mathematical complexity of the alternative
approach, this latter approach has been applied more often
than the former.

Relating the model-free order parameter to the parameters
defining a specific motional model can be achieved because
theS2 is related to the equilibrium distribution of bond vector
orientations according to equation

in which Ω1 andΩ1 represent two different orientations of
the bond vector,peq(Ω) is the equilibrium probability of
orientationΩ, θ12 is the angle between the two orientations,
P2(x) is the second Legendre polynomial [P2(x) ) (3x2 -
1)/2], and the integral extends over all initial and final
orientations that are accessible within the model. Depending
on the motional model of interest, the order parameter can
be either evaluated numerically or defined explicitly. How-
ever, for any arbitrary model, a single value for the order
parameter may not uniquely define the motional parameters.
Nevertheless, for some simple models there is a one-to-one
correspondence so that an important motional parameter can
be obtained from the model-free order parameter.

The specific motional model used most frequently to
interpret model-free order parameters is the diffusion-in-a-
cone model. In this model, the bond vector is assumed to
diffuse freely within a cone defined by semiangleθ, but never
to move outside of this cone (Figure 5a). For this model,
the order parameter is related to the cone semiangle by
equation 34 (Table 8).45 Thus, asθ decreases from 90° to
0°, S2 increases from 0 to 1.0 (Figure 5d).

An alternative model is the two-site jump model, in which
the bond vector is assumed to alternate (i.e., jump) between
two fixed orientations, referred to as statesi andj, separated
by an angleæ (Figure 5b). For this model, the order
parameter is given by eq 35 (Table 8).60,61 For the simple
case in which both orientations are equally populated, the
order parameter is related to the separation angle as shown
in eq 36 (Table 8) and Figure 5b.

Finally, for bond vectors for which the relaxation is best
fit using the extended model-free formalism, Clore et al. have
proposed using a combination of diffusion-in-a-cone and two-
site jump models (Figure 5c) to represent the internal

S2 ) ∫∫ dΩ1 dΩ2peq(Ω1)P2(cosθ12)peq(Ω2) (33)
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motions.60,61In this model, the bond vector can jump between
two equally sized cones (on the slower time scale) or freely
diffuse within each cone (on the faster time scale), as
indicated in Figure 5c. In analogy to the above two models,
the order parameter for fast time scale motions (Sf

2) is related
to the cone semiangle, whereas the order parameter for
slower time scale motions (Ss

2) is related to the jump angle,
æs.

3.7. Relationship of Model-free Parameters to
Conformational Entropy

In section 2 we discussed the importance of relating
changes in NMR-derived dynamics parameters to changes
in conformational entropy. Three groups have independently
developed methods for accomplishing this goal.91-93 All three
methods follow a similar logic. The Lipari-Szabo order

parameter for a bond vector is related to the probability
distribution of orientations for that bond vector. The prob-
ability distribution is then equated with the partition function,
which in turn is related to the apparent entropy of bond vector
reorientation. The primary difference between the three
methods is the definition used for the partition function. Akke
et al.91 derived a relationship between changes in order
parameters and changes in conformational entropy that is
approximately consistent with a diffusion-in-a-cone motional
model, an axially symmetric parabolic potential function, or
a maximum entropy potential function as long as the squared
order parameter remains>0.5. Li et al. used a partition
function corresponding to a simple one-dimensional har-
monic oscillator to derive an entropy relationship that takes
into account both the spatial (S2) and temporal (τe) motional
properties of the bond vector.92 Finally, Yang and Kay

Figure 5. Specific motional models for interpretation of model-free order parameters: (a) diffusion-in-a-cone motional model (the X-H
bond vector is assumed to diffuse freely within a cone defined by semiangleθ); (b) two-site jump motional model (the X-H bond vector
is assumed to alternate between two statesi and j, separated by an angleæ); (c) combined diffusion-in-a-cone and two-site jump models
for internal bond vector motions [the X-H bond vector is assumed to alternate between two equally sized cones (on the slower time scale)
or freely diffuse within each cone (on the faster time scale);θf is the cone semiangle andæs is the angle between the two cones]; (d)
relationships of the model-free order parameter (S2) to the cone semiangle (θ) and the two-site jump angle (æ), as defined by eqs 34 and
36, respectively.

Table 8. Specific Motional Models for Interpretation of Model-free Order Parameters

motional model interpretation of order parameter in context of motional model eq

diffusion-in-a-conea S2 ) [1/2 cosθ(1 + cosθ)]2 34

two-site jumpb S2 ) ∑
i
∑

j

peq(i)peq(j)P2(cosæij) 35

two-site jump with equal populationsc S2 ) (1 + 3 cos2 æ)/4 36

a The X-H bond vector is assumed to diffuse freely within a cone defined by semiangleθ, but never to move outside this cone.45 b The X-H
bond vector is assumed to alternate between statesi and j, in which peq(i) and peq(j) are the probabilities for residency in statesi and j, with
peq(i) + peq(j) ) 1; æ is the angle between the bond vector in statesi andj andP2(x) ) (3x2 - 1)/2.60,61 c This is a special case of the two-site jump
model in whichpeq(i) ) peq(j) ) 0.5.
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reported calculations for 10 different probability distributions
for bond vector orientations, observing, not surprisingly, that
calculated entropy values can be sensitive to the choice of
probability function.93 In particular, as the complexity of the
model (i.e., the number of degrees of freedom in the model)
increased, the absolute value of the entropy change cor-
respondingly increased for a given change in order parameter.
To better understand which motional model best described
the motions of protein vectors, Yang and Kay calculated an
“entropy versus order parameter” profile from a 1.12 ns
molecular dynamics trajectory forEscherichia coliribonu-
clease HI. This profile was in good agreement with the
relationship predicted from the diffusion-in-a-cone model.
Thus, the diffusion-in-a-cone relationship has become the
most frequently employed method of calculating conforma-
tional entropy values from NMR-derived order parameters.
Figure 6 illustrates that the Yang and Kay diffusion-in-a-
cone relationship (eq 37, Table 9)93 and the approximate
relationship of Akke et al. (eq 38, Table 9) correspond closely
to each other for squared order parameters in the range of
0.5-1.91 Throughout most of this range, an increase inS2 of
0.1 for a single bond vector corresponds to an increase in
conformational free energy of∼0.15-0.45 kcal mol-1. Thus,
similar changes for several bond vectors could potentially
have a substantial effect on the stability of the protein.

Collectively, these approaches have numerous cave-
ats.7,12,14,23,94,95First, NMR relaxation measurements are
limited to a subset of bond vectors within the protein (e.g.,
specific backbone bond vectors only). Second, the three
NMR relaxation parameters,R1, R2 and NOE, from which
the order parameter is calculated, are generally not sensitive
to rotational motions slower than molecular diffusion (a few
nanoseconds); althoughR2 can be influenced by microsecond
to millisecond time scale conformational exchange, the order
parameter does not reflect these motions. Third, the NMR
relaxation parameters are not sensitive to translational
motions. Fourth, relaxation measurements are insensitive to
rotations about the heteronuclear bond vector. Finally, all
three methods for estimation of conformational entropy
strictly apply only to isolated bond vectors. If the total
conformational entropy of the system is to be calculated,
we are forced to make the assumption that each bond vector
moves independently of each other bond vector. As discussed
in section 2, it is quite possible that the motions of different
groups within a protein are coupled to (or correlated with)
each other, which would invalidate this assumption of
independence. The first four caveats would tend to result in
a reduction of the estimated conformational entropy, whereas
the final caveat would result in an increase in the estimated
entropy relative to the correct value, so there may be some
cancellation between these systematic errors. Moreover, the
main application of these conformational entropy estimates
is to investigate thechangesin conformational entropy
between different states of the same protein (e.g., free and
ligand-bound states), not theabsoluteconformational entropy
of the molecule. It would be reasonable to propose that these
systematic errors remain quite similar in the different states
of a protein, so again they might partially cancel when
changes in conformational entropy are considered. On the
other hand, a change in, for example, the degree of dynamic
coupling could play a role in regulating binding affinity,
cooperativity, or catalysis (see section 2.3). To assume that
such changes are absent might be to overlook some of the
most interesting physical effects underlying the function of
the protein.

Despite their limitations, the above methods for relating
model-free parameters to entropy have been applied to a wide
variety of proteins and their complexes (see section 4).11,12

In addition, for cases in which dynamics parameters have
been obtained at more than one temperature, conformational
entropy values have been used to calculate heat capacity
changes associated with the changes in the motions of bond
vectors. Heat capacity (Cp) is the dependence of enthalpy
on temperature (dH/dT) or the dependence of entropy on the
natural logarithm of temperature (dS/d ln T). Heat capacity
changes are of interest because they control the curvature
of free energy versus temperature profiles, thus influencing
the stabilities of proteins and their complexes at extreme
temperatures.96 Traditionally, heat capacity changes have
been taken to indicate changes in solvent-exposed surface
area (the formation or breakage of hydrophobic interac-
tions).97 However, Freire and colleagues have shown that
the intrinsic heat capacity of a protein includes contributions
from fluctuating covalent and non-covalent interactions,98

suggesting that changes in these structural fluctuations
(conformational heat capacity changes,∆Cp,conf) could con-
tribute to the overall heat capacity change for a binding or
unfolding event. This latter contribution to heat capacity can
be estimated from the conformational entropy values calcu-

Figure 6. Simulations showing the relationship between changes
in conformational free energy (∆Gconf) and changes in model-free
order parameters.∆Gconf values were calculated using the Yang
and Kay diffusion-in-a-cone relationship, eq 37 (solid lines), and
the approximate relationship of Akke et al., eq 38 (dashed lines),
at a temperature of 25°C. Sinitial

2 values are 0.5 (top), 0.6, 0.7, 0.8,
and 0.9 (bottom). Note that the range ofS2 values shown is that in
which both relationships are valid.

Table 9. Relationships between Order Parameter Changes and
Conformational Entropy Changes

citation change in conformational entropy eq

Yang and Kaya,b ∆Sconf ) k∑
j)1

N

ln{ 3 - (1 + 8Sj,final)
1/2

3 - (1 + 8Sj,initial)
1/2} 37

Akke et al.a,c ∆Sconf ) k∑
j)1

N

ln{ 1 - Sj,final
2

1 - Sj,initial
2 } 38

a ∆Sconf is the change in conformational free energy between two
states, denoted initial and final, such that∆Sconf ) Sconf,final - Sconf,initial;

N is the number of bond vectors.b S) xS2.93 c Sj,initial
2 , Sj,final

2 > 0.5.91
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lated at two or more temperatures (Cp,conf ) dSconf/d ln T).
Conformational heat capacity values determined in this way
are subject to the same caveats previously detailed for
conformational entropy estimates, as well as the assumption
that heat capacity does not vary over the temperature range
sampled. Although the latter assumption is not strictly
correct,99 it is a reasonable approximation over the small
temperature ranges generally sampled by dynamics stud-
ies.100,101

As an alternative to the calculation of conformational heat
capacity, the temperature dependence of order parameters
can be expressed in terms of a characteristic temperature (T*),
which represents the density of thermally accessible con-
formational energy states for each bond vector.102 The
characteristic temperature of a particular bond vector is
calculated from the slope of a linear fit of (1- S) versus
temperature (T) according to the relationship

For temperatures higher than the characteristic temperature,
an increase in temperature allows access to many additional
conformational states, whereas for temperatures substantially
below the characteristic temperature, an increase in temper-
ature results in access to relatively few additional confor-
mational states. Thus, a low characteristic temperature
corresponds qualitatively to a high conformational heat
capacity and vice versa.

Recently, Palmer and co-workers have introduced an
additional approach to represent the temperature dependence
of order parameters,103,104defining the parameterΛ, which
is related toT* (see above), as

As for T*, Λ can be readily obtained from the slope of a
linear fit of ln(1 - S) versus lnT. Furthermore, experimen-
tally determined values ofΛ (in combination with order
parameters) can be used to define the shape of the potential
well for orientational fluctuations of NH groups.103,104

4. Applications to Specific Proteins and Their
Complexes

4.1. Overview
Since Kay et al. first described the application of1H-

detected 2D methods and model-free analysis to probe the
fast time scale backbone motions of staphylococcal nu-
clease,47 the number of backbone dynamics studies described
in the literature increased steadily to about 50 per year in
2001 but subsequently decreased slightly (Figure 7). Table
10 contains a comprehensive list of these studies. Among
them, ∼77% have exclusively employed the model-free
formalism for interpretation of relaxation parameters and
∼10% have used only reduced SDM. An additional∼12%
have presented data interpreted with both the model-free
formalism and either full or reduced SDM and only the
remaining<2% have used an alternative method of analysis.
A substantial proportion of these past studies have examined
the protein of interest under only a single set of physical
and chemical conditions, often in conjunction with structural
studies performed under the same conditions. However, it

has become apparent that in order to gain an understanding
of the functional role of fast dynamics, it is necessary to
compare the changes in dynamics between different states.
Consequently, a number of studies have now investigated
the influences of changes in ligand binding,67,105-142

mutations,126,143-152 temperature,72,95,100-103,111,135,153-156 pres-
sure,157 oxidation state,158-164 and pH165,166on the flexibility
of protein backbones. In the following sections we highlight
several of these comparative studies that have shed light on
the possible contributions of dynamics to protein stability,
the thermodynamics of ligand binding, and enzymatic
activity.

4.2 Effects of Ligand Binding
A substantial number of NMR dynamics studies have

examined the effects of binding a ligand (small molecules,
metal ions, peptides, nucleic acids, etc.) upon the dynamics
of protein backbones. These studies have begun to reveal
the role that dynamics can play in regulating the affinity,
specificity, and even cooperativity of binding events. Because
the effects of ligand binding upon backbone dynamics have
been reviewed previously,12,23,94the discussion herein focuses
primarily on work published within the past five years, with
brief mention of some particularly noteworthy earlier studies.

Induced Fit Binding (Reductions in Flexibility). Binding
events are characterized by the formation of new interactions
(hydrogen bonds, salt bridges, van der Waals and hydro-
phobic interactions, etc.) that give rise to specific recognition
between a protein and its ligand. Although these interactions
are thermodynamically favorable, they are offset by the loss
of favorable interactions between the binding surfaces and
the solvent and the loss of rotational and translational entropy
associated with bimolecular association. In general, one
might also expect the flexibility of the interacting partners
to be reduced in the bimolecular complex so as to optimize
the strengths of the new interactions. In this sense the
formation of the new interactions and the reduced flexibility
of the interacting groups represent a classical case of
enthalpy-entropy compensation. In accord with this “in-
duced fit” binding model, backbone dynamics studies
examining ligand-binding effects suggest a general trend in
which backbone amide bond vectors display decreased
flexibility on a fast time scale and thus loss of conformational
entropy upon ligand binding. In some cases, a large propor-

3
2T*

)
d(1 - S)

dT
(39)

Λ )
d ln(1 - S)

d ln T
(40)

Figure 7. Histogram of number of backbone dynamics studies each
year since 1989.
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Table 10. Published NMR Relaxation Studies of Fast Backbone Dynamics in Proteinsa,b

protein form(s)
method of
analysisc first author (year) ref

Small-Molecule-Binding Proteins
ABC transporter MJ1267 free and bound to ADP-Mg rSDM Wang (2004) 204
acyl carrier protein from oxytetra-

cycline polyketide synthase
free MF Findlow (2003) 205

acyl-coenzyme A binding protein free and palmitoyl-coA-bound none Rischel (1994) 114
â2-glycoprotein I, phospholipid-

binding domain V
intact protein and cleaved (K317-

T318 peptide bond) protein
MF Hoshino (2000) 206

cellular retinol-binding protein I apo and retinol-bound MF Franzoni (2002) 109
cellular retinol-binding protein I apo and retinol-bound MF Lu (2003) 207
cellular retinol-binding protein II retinol-bound MF Lu (2000) 106
cellular retinol-binding protein II apo and retinol-bound MF Lu (2003) 207
cellular retinol-binding protein II apo MF Lu (1999) 208
fatty acid-binding protein (bovine heart) free MF Lucke (1999) 209
fatty acid-binding protein

(human epidermal-type)
free MF Gutierrez-Gonzalez

(2002)
210

fatty acid-binding protein (intestinal) free and I-FABP-bound MF Hodsdon (1997) 112
fatty acid-binding protein (muscle) free MF and rSDM Constantine (1998) 211
FKBP-12 free MF Cheng (1993) 212
FKBP-12 FK506-Bound MF Cheng (1994) 116
frenolicin acyl carrier protein holo MF Li (2003) 213
ionotropic glutamate receptor GluR2,

extracellular ligand-binding (S1S2) core
free MF McFeeters (2002) 214

lipid binding protein (porcine ileal) free MF Lucke (1999) 209
lipid-binding protein (adipocyte) free MF and rSDM Constantine (1998) 211
major urinary protein I free and pheromone-bound MF Zidek (1999) 130
major urinary protein I free and pheromone-bound rSDM Krizova (2004) 135
neocarzinostatin apo MF Mispelter (1995) 215
neocarzinostatin apo MF Izadi-Pruneyre (2001) 216

Cytokines, Growth Factors, and Peptide Hormones
atrial natriuretic peptide reduced and oxidized MF and rSDM Peto (2004) 217
eotaxin free MF Ye (1999) 167
eotaxin free MF Crump (1999) 218
eotaxin-2 free MF Mayer (2003) 169
eotaxin-3 free MF Ye (2001) 168
fractalkine free MF Mizoue (1999) 219
heregulin-R, EGF-like domain free rSDM Fairbrother (1998) 220
human acidic fibroblast growth factor 1 free and bound to sucrose octasulfate MF Chi (2000) 121
human granulocyte colony stimulating factor free MF Zink (1994) 221
human growth hormone free MF Kasimova (2002) 165
human parathyroid hormone (1-34) micelles rSDM Scian (2005) 222
interferon (human, type I) receptor subunit 2,

extracellular domain
free MF Chill (2004) 223

interleukin-1â free MF Clore (1990) 60
interleukin-3 truncated, multiple substitutions MF Feng (1996) 224
interleukin-4 free MF Redfield (1992) 225
interleukin-8 free MF Grasberger (1993) 226
leukemia inhibitory factor (human-

murine chimera)
free MF van Heijenoort (2000) 227

leukemia inhibitory factor (murine) free MF Purvis (1997) 228
macrophage inflammatory protein-1â wild-type and F13A variant MF Kim (2001) 229
macrophage migration inhibitory factor free MF Muhlhahn (1996) 230
mature-T-cell proliferation (p8MTCP1),

C12A mutant
free rSDM Barthe (1999) 231

melanoma inhibitory activity protein free MF Stoll (2003) 232
myeloid progenitor inhibitory factor-1 free MF Rajarathnam (2001) 233
platelet factor 4, 20-residue peptide partially folded state MF Daragan (1997) 234
prolactin free MF Keeler (2003) 235
transforming growth factorR free MF Li (1995) 236
transforming growth factorâ, extra-

cellular domain
free MF Deep (2003) 237

viral macrophage-inflammatory protein II free MF Liwang (1999) 238

Extracelluar Matrix, Connective Tissue, and Blood Coagulation Proteins
CD2 adhesion domain (glycosylated) free rSDM Wyss (1997) 239
collagen, fragmentR3-chain type VIC-

terminal Kunitz domain
free MF and rSDM Sorensen (1997) 240

fibrillin-1, cbEGF12-13 domains Ca2+-saturated MF Smallridge (2003) 241
fibrillin-1, TB6-cbEGF32 wild-type and N2144S

(Marfan syndrome) mutant
MF Yuan (2002) 242

fibrillin-1, calcium-binding epidermal growth
factor-like domains 32-33

Ca2+-bound MF Werner (2000) 243

fibrillin-1, TGF-â binding protein-
like domain

free MF Yuan (1998) 244
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Table 10 (Continued)

protein form(s)
method of
analysisc first author (year) ref

Extracelluar Matrix, Connective Tissue, and Blood Coagulation Proteins (Continued)
fibrinogenγ-chain, 27-residue C-

terminal fragment
free MF Fan(1995) 245

fibronectin, type 1, fourth and fifth
module pair

free MF Phan (1996) 246

fibronectin, type III domain free MF Carr (1997) 247
neural cell adhesion molecule,

immunoglobulin modules 1-3
free MF Thormann (2004) 248

plasminogen kringle 1 domain free and bound toε-aminocaproic acid MF Zajicek (2000) 249
plasminogen kringle 2 domain bound to antifibrinolytic agent

trans-(aminomethyl)-
cyclohexanecarboxylic acid

MF Marti (1999) 250

tenascin, fibronection type III domain free MF Carr (1997) 247
tenascin, third fibronectin type III

domain
denatured state rSDM Meekhof (1999) 251

urokinase-type plasminogen activator,
N-terminal fragment

free MF Hansen (1994) 252

Antibodies, Antibody-Binding Proteins, and Complement Proteins
anti-digoxin antibody, VL domain free MF Constantine (1993) 253
catalytic antibody NPN43C9,

Fv fragment
free and inhibitor (p-nitrophenol)-

bound
MF Kroon (2003) 254

complement receptor type 1 (CR1),
16th complement control
protein module

free MF O’Leary (2004) 255

heavy chain variable domain H14 antigen-free MF Renisio (2002) 256
light chain 1 polypeptide free MF Wu (2003) 257
membrane cofactor protein (MCP),

first complement control
protein module

free MF O’Leary (2004) 255

protein G, B1 domain free MF Barchi (1994) 258
protein G, B1 domain urea-denatured MF Frank (1995) 259
protein G, B1 domain free MF Seewald (2000) 72
protein G, B1 domain free MF Tillett (2000) 260
protein G, B1 domain 3 single-site mutants MF Stone (2001) 147
protein G, B1 domain 10 single-site mutants MF Mayer (2003) 148
protein G, B1 domain free MF and alternative

spectral density
analysis

Idiyatullin (2003) 156

protein G, B1 domain free MF idiyatullin (2003) 261
protein G, B1 domain free MF, alternative spectral

density analysis
and frequency-
dependent approach

Idiyatullin (2003) 156

protein G, B3 domain free MF Hall (2003) 262
protein G, third GA module free MF and rSDM Johansson (2002 263
protein L, B1 domain free MF Wikstrom (1996) 264

Membrane-Associated Proteins
apolipoprotein CII SDS micelles MF Zdunek (2003) 265
bacterioopsin, residues 1-36 and 1-71 solubilized in a 1:1 chloroform/

ethanol mixture
MF Orekhov (1995) 266

bacterioopsin, residues 1-71 solubilized in a 1:1 chloroform/
ethanol mixture

MF Orekhov (1994) 267

bacterioopsin, residues 1-36 1:1 chloroform/methanol mixture MF Orekhov (1999) 268
neuronal glycine receptorR1 subunit,

second transmembrane segment
micelles MF Yushmanov (2003) 269

neuronal nicotine acetylcholine
receptor, second trans-
membrance segment

micelles MF Yushmanov (2003) 270

neuropeptide Y micelle-bound MF Bader (2001) 271
neuropeptide Y wild type and Ala-31, Pro-32 mutant MF Bader (2002) 272
opioid peptide E micelles MF Yan(1999) 273
phospholamban dodecylphophocholine micelles MF Metcalfe (2004) 274

Signal Transduction Proteins
adapter protein drk, N-terminal

region, SH3 domain
folded and unfolded equilibrium MF and rSDM Farrow (1995) 51

adapter protein drk, N-terminal
region, SH3 domain

folded and unfolded MF and rSDM Farrow (1997) 275

adapter protein drk, N-terminal
region, SH3 domain

folded and unfolded MF Yang (1997) 100

adenylate kinase (E. coli) free and inhibitor-bound MF, SRLS, and GNM Temiz (2004) 276
adenylate kinase (E. coli) free and inhibitor-bound MF Shapiro (2000) 277
adenylate kinase (E. coli) free and inhibitor-bound SRLS Shapiro (2002) 278
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Table 10 (Continued)

protein form(s)
method of
analysisc first author (year) ref

Signal Transduction Proteins (Continued)
adenylate kinase (E. coli) free MF and SRLS Tugarinov (2002) 279
â-adrenergic receptor kinase

pleckstrin homology domain
free MF and rSDM Pfeiffer (2001) 198

ArcB anaerobic sensor kinase,
phosphotransfer domain

free MF Ikegami (2001) 280

BAS-like protein tyrosine phosphatase,
second PDZ domain

free MF Walma (2002) 281

â-platelet-derived growth factor
receptor pTyr-1021 site peptide

free and bound to phospholipase
C-γ1 C-terminal domain

MF Finerty (2005) 282

Bruton’s tyrosine kinase, SH3 domains free MF Hansson (1998) 283
Cdc42Hs GDP-bound (inactive) and

GMPPCP-bound (active)
MF Loh (1999) 118

Cdc42Hs F28L mutant, GDP-bound
(inactive)

MF Adams (2004) 152

Cdc42Hs GMPPCP-bound, effector
(PBD46)-bound

MF Loh (1999) 118

chemotaxis kinase CheA, CheY-
binding domain

free MF McEvoy (1996) 284

chemotaxis kinase CheA, phospho-
transfer domain

free MF Zhou (1995) 285

dynamin, pleckstrin homology domain free MF Fushman (1997) 195
Fyn tyrosine kinase, SH3 domain wild-type and F20L and F20V

hydrophobic core mutants
MF Mittermaier (2004) 144

hematopoietic cellular kinase, SH2
domains

free and phosphopeptide-bound MF Zhang (1998) 105

hematopoietic cellular kinase,
SH3 domains

free MF Horita (2000) 197

insulin receptor substrate 1, ST domain free and phosphopeptide-bound MF Olejniczak (1997) 117
neurogranin/RC3, calmodulin-

binding protein and protein
C kinase substrate

free MF and rSDM Ran (2003) 286

p13MTCP1 oncogenic protein free MF and rSDM Guignard (2000) 287
p19INK4d free rSDM Renner (1998) 288
p53, tetrameric oligomerization

domain, residues 319-360
tetramer MF Clubb (1995) 289

p67phox, C-terminal SH3 domain free and peptide-bound MF Dutta (2004) 290
p85R subunit of phosphoinositide 3-

kinase, C-terminal SH2 domain
free and bound to a phospho

tyrosine-containing peptide
MF Kristensen (2000) 291

PBD46 Cdc42Hs-bound MF Gizachew (2001) 107
phospholipase Cγ1, C-terminal SH2 domain free and bound to a phospho-

tyrosine-containing peptide
MF Farrow (1994) 67

postsynaptic density-95 protein, second
PDZ domain

free MF Tochio (2000) 292

pp60(c-src), SH3 domain free and bound to proline-rich
peptide RLP2

MF Wang (2001) 125

protein kinase A, dimerization/
docking domain

free and bound to kinase
anchoring protein Ht31pep

MF Fayos (2003) 128

protein kinase B, PH domain free MF and rSDM Auguin (2004) 293
protein tyrosine phosphatase, low

molecular weight
monomer and dimer MF Akerud (2004) 294

protein-tyrosine kinase-6, SH2 domain free MF Hong (2004) 295
sarcoplasmic/endoplasmic reticulum Ca2+-

ATPase, nucleotide-binding domain
free and bound to AMP-PNP MF Abu-Abed (2004) 296

smooth muscle myosin light chain
kinase (MLCK) calmodulin-
binding domain peptide

Ca2+-saturated calmodulin-bound MF Chen (1993) 297

â-spectrin, pleckstrin homology domain free and Ins(1,4,5)P3-bound MF Gryk (1998) 298
transcriptional enhancer NtrC inactive (unphosphorylated), active

(phosphorylated), and
partially active

MF Volkman (2001) 299

tyrosine phosphatase 1E (human) free and peptide-bound MF Fuentes (2004) 187

Metal-Binding Proteins
R-lactalbumin chimera with D-helix of lysozyme

substituted by fluctuating
loop of R-lactalbumin

MF Tada (2002) 300

azurin reduced MF Kalverda (1999) 301
â-parvalbumin free and Ca2+-Saturated, wild-type

and S55D and G98D mutants
MF Henzl (2002) 133

calbindin-D9k (Ca2+)2-bound MF Kordel (1992) 170
calbindin-D9k apo and (Cd2+)1

II-bound MF Akke (1993) 136
calbindin-D9k mutant with engineered EF-hand loop, apo MF Malmendal (1998) 302
calbindin-D9k (Ca2+)1

I-bound MF Maler (2000) 137
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Table 10 (Continued)

protein form(s)
method of
analysisc first author (year) ref

Metal-Binding Proteins (Continued)
calcium vector protein, C-terminal domain C2+-saturated MF and rSDM Theret (2001) 303
calcium vector protein, N-terminal domain free MF Theret (2001) 304
calmodulin Ca2+-saturated MF Barbato (1992) 64
calmodulin apo and (Ca2+)1-bound MF Malmendal (1999) 305
calmodulin E140Q mutant MF Evenas (1999) 101
calmodulin Ca2+-saturated, free and peptide

(calmodulin-binding domain of the
smooth muscle MLCK)-bound

MF Lee (2000) 306

calmodulin Ca2+-saturated, peptide (calmodulin-
binding domain of the smooth
muscle MLCK)-bound, at five
temperatures (22-73 °C)

MF Lee (2002) 155

calmodulin Ca2+-saturated, free and bound to
MLCK peptide

MF Wang (2005) 307

calmodulin dimer bound to dimeric bHLH
transcription factor SEF2-1/E2-2

MF Larsson (2005) 308

calsensin Ca2+-saturated MF Venkitara-mani
(2005)

309

cystein-rich protein 2 free MF Konrat (1998) 310
cystein-rich protein 2 R122A mutant rSDM Kloiber (1999) 65
Fe4S4 HiPIP protein

(ChromatiumVinosum)
free MF Bertini (2000) 311

Fe7S8 protein (Bacillus schlegelii) free MF Bertini (2000) 311
metal-responsive element binding

transcription factor-1 (MTF-1)
Zn2+-bound rSDM Potter (2005) 312

metallothionein-3 free MF Oz (2001) 313
parvalbumin F102W mutant MF Moncrieffe (2000) 314
S100B apo, homodimeric MF Inman (2001) 315
sarcoplasmic calcium binding protein

(Nereis diVersicolor)
Ca2+-saturated MF Rabah (2005) 316

troponin C, C-domain (chicken skeletal) Ca2+-saturated, free and bound to
regulatory peptide (troponin I 1-40)

MF Mercier (2001) 108

troponin C, regulatory domain
(chicken skeletal)

apo MF Gagne (1998) 317

troponin C, regulatory domain
(human cardiac)

apo and Ca2+-saturated MF Spyracopoulos (1998) 138

troponin C, regulatory domain
(human cardiac)

Ca2+-saturated MF Paakkonen (1998) 318

troponin C, regulatory domain
(human cardiac)

calcium-free MF Spyracopoulos (2001) 153

troponin C, regulatory domain
(trout)

(Ca2+)1 MF Blumenschein (2004) 319

Redox Regulatory, Electron Transfer, and Heme-Binding Proteins
apocytochromeb5 free MF and rSDM Bhattacharya (1999) 320
apomyoglobin unfolded (8 M urea, pH 2.3) rSDM Schwarzinger (2002) 321
apomyoglobin partially folded state rSDM Eliezer (2000) 66
apomyoglobin unfolded state rSDM Yao (2001) 322
Cu(I) pseudoazurin free MF Thompson (2000) 323
cytochromeb5 oxidized MF and rSDM Kelly (1997) 324
cytochromeb5 reduced and oxidized MF Dangi (1998) 161
cytochromeb5 both equilibrium forms of reduced state MF Dangi (1998) 325
cytochromec (Bacillus pasteurii) reduced MF Bartalesi (2003) 326
cytochromec′ (Rhodobacter capsulatus) carbon monoxide-bound MF Tsan (2000) 327
cytochromec2 (Rhodobacter capsulatus) free MF Cordier (1998) 328
cytochromec552, functional domain

(Paracoccus denitrificans)
reduced and oxidized MF Reincke (2001) 329

ferricytochromeb562 reduced, oxidized, and oxidized
R98C variant

MF and rSDM Assfalg (2001) 330

ferricytochromec551

Pseudomonas aeruginosa)
free MF Russell (2003) 331

ferrocytochromec2 (R. capsulatus) free MF Flynn (2001) 332
flavodoxin (Cyanobacterium anabaena) oxidized, C55A mutant MF Liu (2001) 333
flavodoxin (DesulfoVibrio Vulgaris) reduced and oxidized MF Hrovat (1997) 159
flavodoxin fromAnacystis nidulans bound to FMN MF and rSDM Zhang (1997) 334
glutaredoxin-1 reduced and oxidized MF Kelley (1997) 160
Glycera dibranchiatamonomeric

hemoglobin 4
ferrous CO-ligated MF Volkman (1998) 335

iso-1-cytochromec
(Saccharomyces cereVisiae)

reduced and oxidized MF Fetrow (1999) 163

plastocyanin reduced MF Ma (2003) 336
plastocyanin reduced and oxidized MF Bertini (2001) 164
plastocyanin (apo) unfolded rSDM Bai (2001) 337
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Table 10 (Continued)

protein form(s)
method of
analysisc first author (year) ref

Redox Regulatory, Electron Transfer, and Heme-Binding Proteins (Continued)
PsaE subunit of photosystem I free MF and rSDM Barth (2002) 338
putidaredoxin (Pdx) reduced and oxidized MF Sari (1999) 162
rubredoxin free MF Lamosa (2003) 339
rusticyanin (Rc,Thiobacillus ferrooxidans) reduced MF Jimenez (2003) 340
thioredoxin (Alicyclobacillus

acidocaldarius) K18G/R82E mutant
free MF Leone (2004) 341

thioredoxin (E. coli) reduced and oxidized MF Stone (1993) 158
thioredoxin (E. coli) L78K core-packing mutant MF de Lorimier (1996) 143
thioredoxin (E. Coli) partially folded fragment rSDM Daughdrill (2004) 342
thioredoxin chimera (E. coli, human) oxidized MF Dangi (2002) 343

Regulators of Protein Translation, Folding, and Degradation
DnaJ chaperone protein DnaJ(1-78) and DnaJ(1-104) MF Huang (1999) 344
peptide from heat shock protein 10 free rSDM Landry (1997) 345
ribosome recycling factor free MF Yoshida (2003) 346
translation initiation factor (eIF4E) free, in micelles, and two nucleotide

complexes in micelles
rSDM McGuire (1998) 347

ubiquitin free MF Schneider (1992) 348
ubiquitin partially folded A state MF Brutscher (1997) 349
ubiquitin free MF and Gaussian

axial fluctua-
tion model

Lienin (1998) 86

ubiquitin free MF Lee (1999) 59
ubiquitin free MF Wang (2003) 95
ubiquitin free MF Chang (2005) 350
ubiquitin free MF Kitahara (2005) 351

Proteases
R-lytic protease free and inhibitor-bound rSDM Davis (1998) 142
hepatitis C virus NS3 protease cofactor (NS4A)-bound MF Mccoy (2001) 352
HIV-1 protease free and inhibitor-bound MF Nicholson (1995) 353
HIV-1 protease inhibitor-bound MF Freedberg (1998) 354
HIV protease free MF Freedberg (2002) 355
HIV protease, inactive D25N mutant bound to substrate MF Katoh (2003) 356
matrix metalloproteinase 2, catalytic

domain
inhibitor-bound MF Feng (2002) 357

matrix metalloproteinase 2, second
type II module

free MF Briknarova (1999) 358

savinase free MF Remerowski (1996) 359
stromelysin, catalytic domain inhibitor-bound (3 forms) MF Yuan (1999) 124
subtilisin, pro-peptide natively unfolded MF Buevich (2001) 360
subtilisin, pro-peptide unfolded state Cole-Cole distribution

and MF
Buevich (1999) 361

thioesterase/protease I (TEP-I) free MF Huang (2001) 362

Protease Inhibitors
bovine pancreatic trypsin inhibitor analogue with disulfide bond

between Cys30 and Cys51 only
MF van Mierlo (1993) 363

bovine pancreatic trypsin inhibitor free MF Smith (1995) 364
bovine pancreatic trypsin inhibitor wild-type and Y35G mutant MF Beeser (1997) 145
bovine pancreatic trypsin inhibitor wild-type form with reduced and

methylated C14-C38 disulfide
bond and reduced Y35G mutant

MF Beeser (1998) 365

bovine pancreatic trypsin inhibitor single disulfide variant in partially
folded state

MF and rSDM Barbar (1998) 366

bovine pancreatic trypsin inhibitor free MF Sareth (2000) 157
bovine pancreatic trypsin inhibitor multiple core mutants MF and rSDM Hanson (2003) 146
chymotrypsin inhibitor 2 and complex

formed by fragments of
residues 20-59 and 60-83

intact and complex formed by two
fragments (residues 20-59
and 60-83)

MF Shaw (1995) 367

Cucurbita maximatrypsin inhibitor-V free MF Liu (1996) 368
Cucurbita maximatrypsin inhibitor-V free MF Cai (1996) 369
Cucurbita maximatrypsin inhibitor-V wild-type and R50A and

R52A mutants
MF Cai (2002) 151

eglin C free MF and fSDM Peng (1992) 50
eglin C free fSDM and rSDM Peng (1995) 55
eglin C free MF Hu (2003) 166
ovumucoid, third domain (Indian peafowl) uncleaved and cleaved MF Song (2003) 370
ovumucoid, third domain (turkey) uncleaved and cleaved MF Song (2003) 370
potato carboxypeptidase inhibitor free MF Gonzalez (2003) 371
Schistocerca gregariachymotrypsin inhibitor monomer and dimeric precursor MF Szenthe (2004) 372
Schistocerca gregariatrypsin inhibitor monomer and dimeric precursor MF Szenthe (2004) 372
stefin A monomer and domain-

swapped dimer
MF Japelj (2004) 185
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Table 10 (Continued)

protein form(s)
method of
analysisc first author (year) ref

Protease Inhibitors (Continued)
tissue inhibitor of metalloproteinases-1,

N-terminal fragment
free MF and rSDM Gao (2000) 373

tissue inhibitor of metalloproteinases 1 free and protein-bound MF Arumugam (2003) 134

Nucleases
R-sarcin ribonuclease free MF and rSDM Perez-Canadillas

(2002)
374

barnase free and inhibitor-bound MF Sahu (2000) 122
binase free MF Pang (2002) 375
binase free MF Wang (2003) 95
ribonuclease A Free MF Cole (2002) 376
ribonuclease A free and inhibitor-bound MF Kovrigin (2003) 111
ribonuclease A (S peptide) free and S protein-bound MF Alexandrescu (1998) 377
ribonuclease H Domain (HIV-1) free MF Powers (1992) 378
ribonuclease H Domain (HIV-1) free MF Mueller (2004) 379
ribonuclease HI (E. coli) free MF Yamasaki (1995) 380
ribonuclease HI (E. coli) free MF Mandel (1995) 62
ribonuclease HI (E. coli) free MF Yang (1996) 93
ribonuclease HI (E. coli) free MF and rSDM Mandel (1996) 102
ribonuclease HI (E. coli) free MF and rSDM Butterwick (2004) 381
ribonuclease Sa free MF Laurents (2001) 382
ribonuclease T1 free and inhibitor-bound MF Fushman (1994) 383
ribonuclease T1 free and inhibitor-bound MF Fushman (1994) 115
ribonuclease T1 free MF and fSDM Engelke (1997) 384
staphylococcal nuclease free MF Kay (1989) 47
staphylococcal nuclease disordered 131 residue fragment MF Alexandrescu (1994) 385
staphylococcal nuclease free, Ca2+:inhibitor-bound, “OB-fold”

subdomain, denatured 131
residue fragment

MF Alexandrescu (1996) 386

staphylococcal nuclease folded and unfolded MF Yang (1997) 100
staphylococcal nuclease denatured 101 residue fragment MF Sinclair (1999) 387

Other Nucleic Acid-Binding Proteins
434 repressor, DNA-binding domain free MF Luginbuhl (1997) 388
Ada DNA methyl phosphotriester repair

domain
free MF and rSDM Habazettl (1996) 389

bacteriophage Pf3 free and complexed with d(A)6 rSDM Folmer (1997) 390
c-Jun, coiled-coil leucine zipper domain free MF Mackay (1996) 391
c-Myb, DNA-binding domain free and complexed with DNA MF Sasaki (2000) 113
cold shock protein A free MF Feng (1998) 392
core binding factor a, runt domain DNA-bound and CBFb-DNA-bound MF Yan (2004) 393
λ-Cro repressor free MF Matsuo (1996) 394
enhancer-binding domain of Mu phage

transposase
free MF Clubb (1996) 395

estrogen receptor DNA-binding domain free MF Wikstrom (1999) 396
fructose repressor, DNA-binding domain free rSDM van Heijenoort (1998) 397
FUSE-binding protein, KH domains 3 and 4 complex between two domains MF Braddock (2002) 398
GCN4, basic region leucine zipper domain free rSDM Bracken (1999) 399
genesis, winged helix DNA-binding domain free MF Jin (1998) 400
glutocorticoid receptor DNA-binding

domain
free MF Berglund (1992) 401

glutocorticoid receptor DNA-binding
domain

free MF Wikstrom (1999) 396

heat shock factor, DNA-binding domain free MF Damberger (1995) 402
heterogeneous nuclear ribonucleoprotein D0 free and complexed with DNA and RNA MF Katahira (2001) 403
heterogeneous nuclear ribonucleoprotein K,

C-terminal KH domain
free wild type, free mutant, and

mutant bound to ssDNA
MF Baber (2000) 404

HMG-1, A domain free MF Broadhurst (1995) 405
HMG box 1 of human upsteam binding factor free rSDM Zhang (2005) 406
Mason-Pfizer monkey virus nucleocapsid protein free MF and rSDM Gao (1998) 407
Mbp1 transcription factor, winged

helix-turn-helix domain
free and complexed with DNA MF and rSDM McIntosh (2000) 141

Mrf-2, AT-rich interaction domain free and complexed with DNA MF Zhu (2001) 131
Musashi, RNA-binding domains 1 and 2 free MF Miyanoiri (2003) 408
nucleocapsid protein NCp7 of HIV-1 free and DNA-bound rSDM Ramboarina (2002) 110
Pho4, basic helix-loop-helix domain free, nonspecifically complexed with DNA,

and complexed with cognate DNA
MF and rSDM Cave (2000) 140

protein HU free and complexed with DNA MF and rSDM Vis (1998) 56
RNA polymeraseσ70subunit, region 4 free rSDM Poznanski (2003) 409
Sac7d chromatin protein free MF Kahsai (2005) 410
single-stranded DNA-binding (SSB) domain

RPA70A from SSB replication protein A
free and DNA-bound MF and rSDM Bhattacharya

(2002)
411

Sox-5 (SRY-related HMG box) free MF Cary (2001) 412
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Table 10 (Continued)

protein form(s)
method of
analysisc first author (year) ref

Other Nucleic Acid-Binding Proteins (Continued)
Sao10a, chromatim regulation and DNA

packaging protein (Sulfolobus solfataricus)
free MF Kahsai (2005) 413

Sso10b2 chromatin organization and RNA
metabolism protein (Sulfolobus solfataricus)

free MF Biyani (2005) 414

STAR/GSG quaking protein (pXqua),
KH-QUA2 region

free MF and rSDM Maguire (2005) 415

topoisomerase 1, C-terminal DNA-binding domain free and complexed with ssDNA MF Yu (1996) 129
transcription factor GAL4, residues 1-65 free rSDM Lefevre (1996) 54
transcription factor IIIA, first three zinc-

finger domains
free MF Bruschweiler (1995) 81

transcription factor Pu.1, ETS domain free MF Jia (1999) 416
transcription factor v-Myc, basic helix-

loop-helix, leucine zipper domain
free rSDM Fieber (2001) 417

transcriptional activator PUT3, residues 31-100 free rSDM Walters (1997) 418
Trp repressor free MF Zheng (1995) 419
U1A, RBD1 free, biomolecular complex between

U1A with RNA, trimolecular
complex between two U1A
proteins and polyadenylation
inhibition element

MF Mittermaier (1999) 139

U1A, RBD1 G53A and G53V mutants MF Showalter (2004) 150
U1A, RBD1 Y13F, Q54E, F56Y and Y13F, F56Y

mutants
MF Kranz (1999) 149

U1A, RBD1 and RBD2 free MF Lu (1997) 420
Vnd/NK-2 homeodomain wild-type and H52R/T56W double

mutant, free and complexed
with DNA

MF Fausti (2001) 421

Wilms’ tumor suppressor protein (WT1) free and bound to DNA rSDM Laity (2000) 422
Xfin-31 zinc finger free MF Palmer (1991) 74
XPA, central domain free MF Ikegami (1999) 423
XPA, minimal DNA binding domain free and complexed with DNA

containing dhT or 64TC lesions
MF Buchko (1999) 424

Y-box protein 1 (human), cold shock domain folded and partially unfolded states rSDM Kloks (2004) 425

Other Enzymes
4-oxalocrontonate tautomerase free and inhibitor-bound MF Stivers (1996) 123
arsenate reductase (Bacillus subtilis) reduced and oxidized MF Guo (2005) 426
biotin carboxyl carrier protein of acetyl-

CoA carboxylase
apo- and holo- MF Yao (1999) 119

chorismate mutase (Bacillus subtilis) apo- and transition state analogue-bound MF Eletsky (2005) 427
copper/zinc superoxide dismutase reduced, dimeric wild-type and

monomeric mutant
(F50E/G51E/E133Q)

MF Banci (2000) 428

cutinase inhibitor (phosphonate)-bound MF Prompers (1999) 429
∆5-3-ketosteroid isomerase free and steroid-bound MF Zhao (1996) 430
∆5-3-ketosteroid isomerase free and steroid-bound MF Yun (2001) 132
∆5-3-ketosteroid isomerase in presence and absence of

5% trifluoroethanol
MF Yun (2002) 431

dihydrofolate reductase folate-bound MF Epstein (1995) 432
dihydrofolate reductase folate-bound, folate:DHNADPH-bound,

folate:NADP(+)-bound
MF Osborne (2001) 180

dihydrofolate reductase (type II R67) free and NADP(+)-bound MF Pitcher (2003) 433
DNA ligase IIIR, BRCT domain free MF and rSDM Krishnan (2001) 434
DNA polymeraseâ, N-terminal domain free and complexed with ssDNA MF and rSDM Maciejewski (2000) 435
glucose permease IIA domain free MF Stone (1992) 63
glutathioneS-transferase, human class

Mu (GSTM2-2)
free and bound to substrate, product,

or inhibitor
MF McCallum (2000) 436

hepatitis C virus N53 protein, helicase
subdomain 2

free MF Liu (2001) 437

lipoate-dependent H protein of glycine
decarboxylase complex

methylamine-loaded, oxidized and
apoprotein

MF Guilhaudis (1999) 438

lysozyme (equine) chimera with D-helix of lysozyme
substituted by fluctuating
loop of R-lactalbumin

MF Tada (2002) 300

lysozyme (hen) wild-type and R14, H15 deletion
mutant, free and ligand-bound

MF Mine (1999) 126

lysozyme (hen) free MF Buck (1995) 439
lysozyme (hen) partially folded form MF and rSDM Buck (1996) 440
lysozyme (human) free and (NAG)3-bound MF Mine (2000) 127
lysozyme, T70N (human) free MF Johnson (2005) 441
lysozyme (T4) wild-type and L99A core cavity mutant MF Mulder (2000) 173
metallo-â-lactamase free and inhibitor-bound MF Huntley (2000) 120
onconase M1, Q1, M23L mutant and E1S mutant MF Gorbatyuk (2004) 442
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Table 10 (Continued)

protein form(s)
method of
analysisc first author (year) ref

Other Enzymes (Continued)
orotidine 5′-monophosphate synthase free MF Wang (1999) 443
phosphoglycerate mutase free MF Uhrinova (2001) 444
γδ-resolvase, catalytic domain free rSDM Pan (2001) 445
superoxide dismutase monomeric, copper-free MF Banci (2002) 446
superoxide dismutase (copper-zinc),

G93A mutant
free MF Shipp (2003) 447

thiopurine methyltransferase, N-terminal
deletion mutant

free and bound to anS-adenosyl-
methionine analogue

MF Scheuermann (2004) 448

xylanase native and catalytically competent
covalent glycosyl-
enzyme intermediate states

MF Connelly (2000) 449

Other Proteins
R2D, de novo designed dimeric four-

helix bundle
free MF and rSDM Hill (2000) 450

R3D, de novo designed three-helix bundle free MF Walsh (2001) 451
actin severing and bundling protein villin,

domain 14T
free MF and rSDM Markus (1996) 452

AFP1, anti-fungal chitin-binding protein free MF Campos-Olivas (2001) 453
albumin-binding partner PAB, second

GA module
free MF and rSDM Johansson (2002) 263

R-helical peptide free MF and anisotropic
diffusion model

Idiyatullin (2000) 454

R-helical peptide free MF, SDM, and
other models

Mayo (2000) 455

antifreeze glycoprotein fractions 1-5 free MF Lane (2000) 456
antifreeze protein free MF Daley (2002) 457
antifreeze protein from spruce budworm free, at 30 and 5°C rSDM Graether (2003) 458
apolipoprotein E, residues 126-183 in trifluoroethanol rSDM Raussens (2002) 459
barstar C40/82A mutant MF and rSDM Wong (1997) 460
barstar free MF and rSDM Sahu (2000) 461
â-hairpin peptide free specific motional

models
Ramirez-Alvarado

(1998)
462

cardiotoxin II from Taiwan cobra free MF Lee (1998) 463
catabolite repression HPr-like protein Crh

(Bacillus subtilis)
free MF Favier (2002) 464

CBFâ/PEP2â (Runx protein partner) free MF Wolf-Watz (2001) 465
chemotaxis protein CheW free MF Griswold (2002) 466
colicin E9 protein toxin (intact) free rSDM MacDonald (2004) 467
colicin E9 (residues 1-61)-E9 DNase

fusion protein
free MF and rSDM MacDonald (2004) 467

Ω-conotoxin MVIIA precursor free MF Goldenberg (2001) 468
dynein light chain DLC8 free and bound to peptide BimL MF Fan (2002) 469
dynein light chain km23 homodimeric MF Ilangovan (2005) 470
green fluorescent protein free rSDM Seifert (2003) 471
hemolymph protein from mealworm beetle free MF Rothemund (1997) 472
HIV-1 gp41 envelope glycoprotein, N-terminal

domain
micelles MF Jaroniec (2005) 473

human T-cell leukemia virus type-I capsid
protein, N-terminal domain

free MF Cornilescu (2003) 474

human T-cell leukemia virus type-I capsid
protein, N-terminal domain

D54A mutant MF Bouamr (2005) 475

LDL receptor, fifth and sixth A-module repeats
(LR5, LR6)

individual modules LR5 and LR6 and
the module pair LR5-6

rSDM Beglova (2001) 476

low-density lipoprotein receptor containing EGF-A or EGF-AB MF Kurniawan (2001) 477
major coat protein (gVIIIp) of filamentous

bacteriophage M13
solubilized in detergent micelles MF and rSDM Papavoine (1997) 478

major coat protein from filamentous bacterio-
phage IKe

micelles MF Williams (1996) 479

mature T-cell proliferation factor-1,
C12A mutant

C12A mutant rSDM Barthe (1999) 480

melittin random coil monomer, helical
monomer, tetramer

MF Kemple (1997) 481

monellin, single-chain variant double mutant MF Sung (2001) 482
olfactory marker protein free MF Gitti (2005) 483
outer surface protein A free MF Pawley (2002) 154
PAK pilin peptide free MF and rSDM Campbell (2000) 484
PAK pilin peptide free and bound to antibody

Fab fragment
MF and rSDM Campbell (2003) 485

pilin N-terminally truncated monomer free MF Suh (2001) 486
polyomavirus T antigens, J domain free MF Berjanskii (2002) 487
prion protein (PrP), residues 29-231 free MF Viles (2001) 488
prion protein (PrP), residues 90-231 free MF Viles (2001) 488
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tion of the protein undergoes a reduction in flexibility upon
binding.105-111 In other cases, the reduction in dynamics is
limited to confined regions of the protein,112,113often those
surrounding the ligand-binding site.114-120

One issue in characterizing induced fit binding is whether
one component acts as a template for structural rearrange-
ment of the second component or whether each binding
partner becomes substantially more rigid during association,
a situation we refer to as “mutual induced fit”. One example
of the latter that has been characterized using NMR relaxation
methods is the interaction between the GTPase Cdc42Hs and
an effector peptide (PBD46), derived from the dimerization
domain of p21-activated serine/threonine kinase 1.107,118Upon
binding the peptide, Cdc42Hs exhibited decreased flexibility,

specifically in theâ2 strand, which comprises part of the
PBD46 binding site (Figure 8). During formation of the same
interaction the PBD46 peptide also displayed a decrease in
flexibility in a region that forms an antiparallelâ-sheet with
the â2 strand of Cdc42Hs (Figure 8). It is particularly
interesting that the switch I region (the loop region between
the R1 helix andâ2 strand) remains highly flexible upon
complex formation and that the segment of the peptide that
this loop contacts also maintains high flexibility. These
results indicated that there is mutual induced fit between one
region of Cdc42Hs and its partner in the PBD46 peptide but
that the interactions between another pair of elements are
apparently insufficient to limit the flexibility of either partner.

Table 10 (Continued)

protein form(s)
method of
analysisc first author (year) ref

Other Proteins (Continued)
rous sarcoma virus, retroviral M Domain free MF McDonnell (1998) 489
SopE2 guanine nucleotide exchange factor

(residues 69-240) (Salmonella)
free MF Williams (2004) 490

sporulation protein Spo0F free MF Feher (1997) 491
thermostable protein Sso7d free MF Allard (1997) 492
thrombomodulin, fourth and fifth epidermal

growth factor-like domains
free rSDM Prieto (2005) 493

toxin R free MF Guenneugues (1999) 494
transcription elongation factor elongin C

(Saccharomyces cereVisiae)
bound to peptide MF and rSDM Botuyan (2001) 495

villin headpiece domain, helical sub-
domain HP36

free MF Vugmeyster (2002) 103

villin headpiece domain, helical sub-
domain HP67

wild type and H41Y mutant MF Grey (2006) 496

zervamicin IIB, channel-forming peptide
antibiotic

free MF Korzhnev (2001) 497

a This table includes studies in which backbone (NH or CRH) dynamical parameters have been calculated from relaxation data, but does not
include studies in which one or more relaxation parameter(s) has/have been reported without the subsequent calculation of dynamics parameters.
b Although we have endeavored to make this table comprehensive up to December 2005, there may be studies that have been accidentally omitted.
In such cases, we invite readers to e-mail additional table entries to be published as an addendum.c Abbreviations used for methods of analysis:
MF, model-free; rSDM, reduced spectral density mapping; fSDM, full spectral density mapping; SRLS, slowly relaxing local structure approach;
GNM, Gaussian network model.

Figure 8. (A) NMR structure of the Cdc42Hs‚GMPPCP-PBD46 complex showing the secondary structures of both Cdc42Hs (cyan) and
PBD46 (yellow). Switch I, switch II, and the P loop are shown in white, and GMPPCP is shown in green. The regions that appear to
undergo mutual induced fit are theâ2-strand (cyan ribbon) of Cdc42Hs and the antiparallelâ-strand (yellow ribbon) of PBD46, whereas
the switch I region (gray unstructured region) and the adjacent region of the peptide (yellow unstructured region) both remain mobile in the
complex. Reprinted with permission from ref 107. Copyright 2001 American Chemical Society. (B) Ribbon structure colored according to
the order parameters: blue, residues of Cdc42Hs that haveS2 values below 0.8; cyan, residues of PBD46 that haveS2 values above 0.8;
green, residues of PBD46 that haveS2 values below 0.8 and above 0.6; yellow, residues of PBD46 that haveS2 values below 0.6 and above
0.4; orange, residues of PBD46 that haveS2 values below 0.4 and above 0.2; red, residues of PBD46 that haveS2 values below 0.2.
Residues for whichS2 has not been determined are shown in gray. Reprinted with permission from ref 107. Copyright 2001 American
Chemical Society.
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Our comparative dynamics study of the three eotaxin group
chemokines has also provided indirect evidence for mutual
induced fit with their shared receptor CCR3. The transduction
of signals across the cell membrane by chemokine receptors
(and also other G protein-coupled receptors) is thought to
require a conformational change of the receptor induced by
ligand binding. We found that receptor-binding regions of
all three chemokines are highly flexible, suggesting that they
also undergo induced fit to the receptor during their binding
events.167-169

Increases in Flexibility Induced by Ligand Binding.
Despite the conventional view of binding in terms of induced-
fit interactions governed by enthalpy-entropy compensation,
several dynamics studies have indicated regions of proteins
whose flexibility actually increases upon ligand binding. In
some instances significant increases in the flexibility of
specific groups were noted despite general reductions in
backbone motion.115,121,122 In other cases, ligand binding
appears to induce compensatory changes in backbone flex-
ibility with little change in protein flexibility overall.67,123-128

Among these studies some have indicated, rather surprisingly,
that residues with increased flexibility were located at the
ligand binding site. Kay and co-workers investigated the
backbone dynamics of the C-terminal SH2 domain of
phospholipase Cγ1 and found overall similar trends in order
parameters between the free and peptide-bound forms of the
protein, yet increased flexibility of residues at the hydro-
phobic peptide-binding site upon complex formation.67

Similarly, in a study of the dimerization/docking domain of
protein kinase A, Fayos and co-workers observed similar
average order parameters between free and peptide-bound
forms, but found decreased order parameters for>20 residues
upon complex formation, many of which are located in the
hydrophobic peptide-binding groove (Figure 9a).128 In an
earlier study of binding between a hydrophobic pheromone
and a mouse urinary protein, we also observed increased
flexibility of the hydrophobic binding pocket.130 We specu-
lated that the replacement of ordered water in the binding
pocket with the hydrophobic groups from the ligand might
reduce the structural constraints in the binding pocket, giving
rise to an increase in flexibility and a favorable change in
conformational entropy. Because peptide binding by the SH2
domain and the PKA dimerization/docking domain also
involve hydrophobic surfaces, the increases in dynamics in
these systems could be influenced by a similar mechanism.

A growing number of dynamics studies have noted
widespread rather than localized increases in flexibility upon
ligand binding.129-135 In an interesting recent example,
Arumugam and colleagues examined the backbone dynamics
of the N-terminal domain of tissue inhibitor of metallopro-
teinases 1 (N-TIMP-1) upon binding stromelysin-1 (MMP-
3).134 Although the interaction occurs with nanomolar
affinity, it is enthalpically unfavorable (∆H ) 6.5 kcal/mol)
and therefore entropy-driven. The NMR data indicated that
binding induces a rigidification of residues within the MMP-
binding ridge of N-TIMP-1, but that remote regions within
the â-barrel core of N-TIMP-1 become more flexible upon
binding of MMP-3 (Figure 9b). The changes in backbone
amide bond flexibility contribute an estimated-10.2 kcal
mol-1 to the change in conformational free energy (entropy)
upon ligand binding, a substantial contribution to the binding
free energy. Thus, the N-TIMP-1:MMP-3 interaction is a
unique example of how a high-affinity interaction between

two proteins can be driven by binding-induced, remote
increases in backbone flexibility within the core of a protein.

ReleVance of Dynamics to Binding CooperatiVity. In
certain cases binding of a ligand can induce changes in the
flexibility of a protein not only at the binding site but also
at more distant positions in the protein structure. Section 5.4
is devoted to a discussion of these long-range effects. One
special case is the situation in which the remote site is also
a binding site for a second ligand. In this case, the change
in dynamics induced by the first ligand could affect the
affinity of the protein for the second ligand, that is, the
cooperativity of binding. The best characterized case of this
phenomenon is that of calbindin D9k, in which binding of
one calcium ion reduces the flexibility of both the first and
second calcium-binding sites.136,137,170This example is dis-

Figure 9. Two proteins in which increases in backbone dynamics
occur at a ligand binding site. (a) Space-filling representation (left)
and ribbon structure (right) of the dimerization/docking domain of
protein kinase A bound to the prototype anchoring protein HT31pep.
The right panel shows the two monomeric units of the dimerization/
docking domain (yellow and orange) and the peptide (HT31pep)
derived from the human thyroid anchoring protein Ht31 in red. The
left panel highlights the residues that undergo increases (red) and
decreases (blue) in backbone flexibility upon binding to HT31pep.
Reprinted with permission from ref 128. Copyright 2003 The
American Society for Biochemistry and Molecular Biology. (b)
Complex between MMP-3 (yellow) and N-TIMP-1, showing the
changes in order parameters of N-TIMP-1 upon binding, color
coded as follows (where negative values of∆S2 indicate an increase
in flexibility upon binding): red,∆S2 e -0.1; orange,-0.1 <
∆S2 e -0.05; green,-0.05 < ∆S2 < 0.05; blue, 0.05e ∆S2 <
0.1; dark blue,∆S2 g 0.1. Reprinted with permission fromJournal
of Molecular Biology 237(3), 719-734 (Arumugam et al.,
Increased Backbone Mobility inâ-Barrel Enhances Entropy Gain
Driving Binding of N-TIMP-1 to MMP-3). Copyright 2003 Elsevier.
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cussed in more detail in the section on long-range effects
(section 5.4).

Ligand Specificity and Drug Design. Many protein dy-
namics studies have found flexible regions close to ligand-
binding sites, often leading to the speculation that the
flexibility is required for the active site to undergo induced
fit to different ligands. In this sense, active site dynamics
can relax the ligand specificity of a protein, with important
consequences not only for the biological activity of the
protein but also for the development of drugs that target the
flexible active site. Support for this proposal can be obtained
by measuring the dynamics of the protein in the presence of
a ligand or, preferably, more than one ligand.

One class of proteins for which dynamics could potentially
influence binding specificity is nucleic acid-binding pro-
teins139-141 because these proteins often bind with measurable
affinity even to noncognate nucleic acid sequences. To
investigate the importance of dynamics in cognate versus
noncognate sequence recognition, Cave and colleagues
studied the changes in dynamics of the basic helix-loop-
helix domain of the yeast transcription factor Pho4 upon
binding to either nonspecific or cognate DNA.140 Although
the DNA-binding basic region of Pho4 is a random coil in
the absence of DNA, both cognate and nonspecific DNA
induced a transition to a helical structure and resulted in
almost identical secondary structure characteristics as well
as fast backbone dynamics parameters. On the other hand,
the nonspecifically bound Pho4-DNA complex exhibited
line-broadening for residues within the basic region, appar-
ently because these residues were sampling multiple base
pair environments. The similarities between the sub-
nanosecond time scale backbone dynamics of nonspecifically
and cognate-bound Pho4-DNA complexes led the authors
to conclude that preferential binding to the cognate sequence
is not substantially influenced by fast backbone dynamics,
although fast side chain motions could still play a role. In
light of the above discussion of induced fit binding, it is
interesting that the backbone of Pho4 is restricted to a similar
extent (on the fast time scale) when binding to both
nonspecific and cognate DNA. It appears that the restricted
motions of the backbone either are intrinsic to the folded
state of the domain or are imposed by interactions with both
cognate and noncognate base pairs.

Several groups have addressed the relationship between
specificity and backbone dynamics in hydrolytic enzymes.
Davis and Agard determined the backbone dynamics of
R-lytic protease (RLP) both free and bound to the transition
state analogue inhibitor,N-tert-butyloxycarbonyl-Ala-Pro-
boroVal (Boc-Ala-Pro-BVal).142 RLP is specific for single,
small hydrophobic residues at the cleavage position, but has
broad specificity for residues contacting other regions of the
binding pocket. Inhibitor binding did not substantially affect
the fast time scale motions ofRLP but caused a reduction
in chemical exchange processes on a slow time scale,
particularly in regions of the binding pocket. The results
suggested that the enzyme may also undergo induced fit
binding to substrates (or even to the transition state during
the catalytic mechanism), possibly providing an explanation
for the low substrate specificity away from the cleavage
position.

Although theRLP study indicated that slow time scale
motions are most important in the response of active site
dynamics to inhibitor binding, a more recent study of a
metallo-â-lactamase fromBacillus fragilis has suggested a

role for backbone dynamics on the sub-nanosecond time
scale. Upon inhibitor binding, amide group order parameters
decreased slightly and internal correlation times decreased
more dramatically in both the major and minor active-site
loops (Figure 10), indicating that these active site elements
are less restricted and move at higher frequencies in the
bound state.120 The observed plasticity of the active site led
Huntley et al. to propose that the low specificity of this
enzyme is related to its ability to mold its active site to a
variety of different substrates. Therefore, they suggested that
derivatization ofâ-lactam-based antibiotics is likely to be a
relatively ineffective means of fighting antibiotic resistance
mediated by metallo-â-lactamases; instead, targeted develop-
ment of more effectiveâ-lactamase inhibitors may be a more
successful approach.

Another example in which the analysis of fast backbone
dynamics has provided information relevant to both binding
specificity and drug design is the study of the matrix
metalloproteinase (MMP) stromelysin, which degrades pro-
tein components of connective tissue. The catalytic domain
of stromelysin, in particular, has been used as a target in the
design of MMP inhibitors to be used as drugs for treating
arthritis, cancer metastasis, connective tissue disorders, and
other disease states exhibiting overexpression of MMPs.171,172

Yuan et al. have examined the backbone dynamics of
stromelysin bound to three different inhibitors.124 One
inhibitor binds to the S1′- S3′ subsites or right side of the
enzyme’s active site and the other two bind to the S1-S3

subsites or left side of the active site. The apo form of
stromelysin was not directly accessible, so dynamics param-
eters measured for residues in the empty side of each
inhibitor-bound complex were used to gauge the response
of amide group motion to inhibitor binding, under the
assumption that the S1-S3 and S1′_S3′ subsites are indepen-
dent. Inhibitor binding to the S1-S3 subsites had relatively
little effect upon backbone dynamics; both the free and
inhibitor-bound complexes are rigid in this region. However,
inhibitor binding to the S1′-S3′ subsites resulted in a loss of
flexibility for active site residues combined with an increase
in flexibility of some surface residues. Interestingly, the
majority of MMP inhibitors bind to the S1′_S3′ subsites. Thus,
the authors proposed that the ability of the S1′_S3′ subsites
to undergo induced fit binding allows them to accommodate
a broader range of inhibitors, whereas the rigidity of the S1-

Figure 10. Structures of the free and inhibitor-bound forms of
the B. fragilis metallo-â-lactamase color-coded according to
measuredτe values as indicated in the color bar. Note the faster
motions (less pink color) in the major (right) and minor (left) active
site loops upon inhibitor binding. Reprinted with permission from
ref 120. Copyright 2000 American Chemical Society.
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S3 subsites in both the free and bound forms may prevent
such accommodation and impose greater binding specificity.
Consequently, they suggested that future efforts to design
broadly active inhibitors of MMPs should be targeted against
the S1′_S3′ subsites.

4.3 Effects of Mutations
A number of groups have examined the effects of mutation

upon protein dynamics in attempts to elucidate the roles of
internal motions in regulating the stabilities and/or functions
of the proteins. The general approach has been to select
mutants that are known to cause changes in stability, binding
affinity, or other functional characteristics and then to
compare the dynamics of these mutants with those of the
wild-type proteins. As discussed below, this approach has
provided some interesting insights into the possible signifi-
cance of fast internal motions. However, a fundamental
difficulty with the approach is that it is extremely difficult
to introduce mutations that affect the fast time scale dynamics
without also changing the average structure, the structural
ensemble, and/or the slow conformational dynamics of the
protein. Therefore, it is important to carefully select mutants
that cause minimal structural perturbations. In addition, it is
advantageous to study several mutants and to correlate the
dynamics with the stability or function among the group of
mutants.

Comparisons of Dynamics with Stability. We first discuss
several studies in which the relationships between backbone
dynamics and protein stability have been investigated. One
group of studies has addressed the influence of destabilizing
core mutations on protein flexibility. Not surprisingly, some
of these core mutations result in increased flexibility,
presumably reflecting the removal of steric constraints when
the wild-type core packing is disrupted. For example, de
Lorimier and colleagues found that mutating the thioredoxin
core residue Leu-78 to Lys reduced the meanS2 value from
0.86 to 0.81, thus indicating a global increase in backbone
flexibility upon disruption of the hydrophobic core.143 In a
more recent study, Mittermaier and Kay measured backbone
and side-chain dynamics for wild-type, F20L, and F20V
mutants of the SH3 domain from the Fyn tyrosine kinase.144

They found that both mutations increased protein flexibility
and that the magnitude of the increase correlated with the
reduction in side-chain volume of the mutated residue,
underscoring the influence of steric interactions on the
internal dynamics of protein cores. In contrast, the Golden-
berg group found a more complex influence of core muta-
tions on dynamics in the bovine pancreatic trypsin inhibitor
(BPTI). They studied seven mutants, each with a single
mutation at one of five different sites within the core.145,146

Although these mutations destabilized the protein by ap-
proximately 3-8 kcal/mol, they were found to have a
negligible effect on the fast time scale dynamics of BPTI.
Instead, four of the mutants, representing two positions within
the protein, exhibited increased conformational exchange on
the slow (microsecond-millisecond) time scale compared
with the wild-type protein and the remaining three mutants,
suggesting the stability differences might be influenced by
a redistribution of conformers within the structural ensemble
of the protein. Similarly, Mulder and co-workers found that
the cavity-forming mutation L99A in T4 lysozyme also
resulted in extensive motion on a microsecond-millisecond
time scale, although picosecond-nanosecond time scale
motions were unaffected by this mutation.173

Considering that core mutations are often disruptive to the
structure as well as the dynamics of the protein, it is possible
that correlations between dynamics and stability will be easier
to observe when mutations are made on the surface of the
protein. In this light, we and our colleagues have determined
both the backbone and side-chain methyl dynamics of 10
surface mutants of the B1 domain from streptococcal protein
G.147,148,174These mutants were all identical except for a
single residue located on the solvent-exposed surface of a
â-sheet, yet they were previously known to vary in stability
over a 2.2 kcal/mol range.175 Although both backbone and
side-chain conformational entropy values estimated from
NMR-derived order parameters varied substantially among
the 10 mutants (ranges of∼4.1 and 4.5 kcal/mol, respec-
tively), these entropy estimates did not correlate with the
global stabilities of the mutants. The simplest interpretation
of these results is that variations in conformational entropy
do make a significant contribution to the relative stabilities
of the mutants but that, not surprisingly, the overall stability
results from the balance between these changes and other
thermodynamic factors (in both the folded and unfolded
states).

Comparisons of Dynamics with Function. Several studies
have compared the backbone dynamics of wild-type and
mutant proteins in which the mutation has an influence on
function. In one example, a mutational approach was utilized
by the Hall group to better understand the role of backbone
dynamics in the RNA-binding affinity and specificity of the
N-terminal RNA-binding domain (RBD1) from human U1A
protein.149,150The study was guided by the observation that
mutation of three highly conserved amino acids (Y13, Q54,
and F56) affects binding affinity and specificity but that these
effects are nonadditive, indicating that the mutated residues
interact with each other. The Y13F, F56Y, Y13F/F56Y, and
Q45E mutants149 displayed small increases in flexibility for
residues throughout the mutant proteins, the most consistent
of which were observed for the RNA-recognition element
labeled loop 3 (Figure 11A). The changes in dynamics for
the loop 3 region in combination with the measured
thermodynamic pairwise coupling energies led the authors
to propose that local cooperative interactions between the
three highly conserved residues are communicated to the
nonconserved loop 3 region, thus affecting RNA binding.
In a subsequent study, Hall and colleagues used two
additional RBD1 mutants (G53A and G53V) to investigate
the hypothesis that the conserved residue G53, located
between loop 3 andâ-strand 3 (Figure 11A), could provide
the necessary flexibility to mediate conformational changes
of loop 3 upon RNA binding.150 Although both mutants
displayed reduced RNA-binding affinity, NMR dynamics
data indicated no significant differences between the back-
bone dynamics of the two mutant proteins and the wild-type
RBD1. Thus, it appeared that the RNA affinities of these
latter mutants were not dominated by dynamic changes.

In a different comparison of dynamics with function, Cai
and co-workers have utilized two mutants of theCucurbita
maxima (potato family) trypsin inhibitor V (CMTI-V) to
investigate the relationship of both backbone and side-chain
flexibility to proteolytic stability, a critical determinant of
protease inhibitor function.151 In each CMTI-V mutant, one
of two arginine residues, R50 or R52, was mutated to alanine,
thereby eliminating hydrogen-bonding interactions that tether
the protease-binding loop to the protein scaffold (Figure
11B). Replacement of either arginine residue by alanine
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resulted in a decreased stability of CMTI-V toward trypsin
proteolysis and hence a reduced inhibitory effect. As
anticipated, both mutations caused decreased order param-
eters and increased flexibility of binding loop residues,
reflecting the loss of the anchoring hydrogen bonds. How-
ever, the R52A-CMTI-V mutant displayed a slight decrease
in the meanS2 value for the N-terminal portion of the binding
loop (residues 39-47), whereas the R50A-CMTI-V mutant
exhibited decreases inS2 value for the entire binding loop,
with a dramatic decrease of approximately 0.3 in the mean
S2 values for the C-terminal portion of the loop (residues
45-47). Kinetic data indicated a lower activation free energy
barrier of specific hydrolysis for the R50A versus R52A
mutant, and thermodynamic studies showed that R50A was
destabilized by 1.7 kcal mol-1 more than R52A relative to
wild-type CMTI-V. Collectively, the dynamics, kinetic, and
thermodynamics data led Cai and colleagues to propose that
although both arginine residues were required for optimal
inhibitory stability and function, mutating R50 not only
removes the R50 hydrogen bond but also results in a loss of
the R52 hydrogen bond. Thus, the R50 mutation causes a
greater increase in flexibility of the binding loop than the
R52 mutation, and this increase accounts for the larger
decrease of inhibitor stability in the R50 mutant.

In addition to influencing the activity of enzyme inhibitors,
dynamics could potentially influence the catalytic activity
of enzymes themselves (see section 2.3). Here we discuss
two enzymes in which this possibility has been investigated
using enzyme mutants, the glycosidase lysozyme and the
GTPase Cdc42Hs. For the case of hen lysozyme, the
backbone dynamics of a deletion mutant were compared to
the dynamics of the wild-type protein in both free and
N-acetylglucosamine [(NAG)3] substrate analogue-bound
forms.126 The mutant, in which residues R14 and H15 were
deleted together (Figure 11C), has a higher activity against
glycol chitin and a decreased stability compared with wild-
type lysozyme. In the uncomplexed state, backbone dynamics
parameters of the wild-type and mutant proteins exhibited
no significant differences. However, in complex with the
substrate analogue the mutant protein displayed a more
significant increase in internal mobility on a fast time scale
compared with the wild-type protein. Furthermore, a greater
number of residues in the mutant complex exhibited increases
in conformational exchange contributions, including residues
in the functionally important loop C-D region (Figure 11C).
One explanation of the increased conformational exchange
terms is that the mutant protein can populate a particular
minor conformation to a greater extent than the wild-type
protein can populate this conformation. This minor form
might represent the catalytic conformation, providing an
explanation for the increased catalytic efficiency of the
complex. Interestingly, Mine et al. proposed that the in-
creased fast time scale motions of the mutant protein enable
the mutant to overcome an enthalpic penalty associated with
populating the active conformation. Thus, it is possible that
both the fast and slow motions play a role in regulating the
enzymatic activity.

An interesting recent study examined the possibility that
internal protein motion influences the signaling function of
Cdc42Hs, a GTP-binding signal transduction protein and
member of the Ras superfamily.152 Introduction of the F28L
mutation into Cdc42Hs (Figure 11D) destabilizes the interac-
tion with guanine nucleotides and increases GTP-GDP
exchange leading to cell transformation.176 Adams and

Figure 11. Structures of proteins for which effects of mutations
on dynamics and function are discussed. (A) Ribbon structure of
the RNA-binding domain 1 (RBD1) of the human UlA protein
(PDB file 1URN) complexed with RNA. Residues Y13, Q54, and
F56 are blue, and their side chains are displayed in stick representa-
tion. Residue G53 is magenta. Loop 3 (residues 46-52) is cyan.
RNA is gray and displayed in stick representation. (B) Ribbon
diagram ofCurcurbita maximatrypsin inhibitor V (PDB file 1MIT).
Residues R50 and R52 are blue and magenta, respectively, and
their side chains are displayed in stick representation. The protease
binding loop (residues 39-47) that contains residues that make
hydrogen-bonding interactions with R50 and R52 is cyan. The arrow
indicates the scissile peptide bond between residues K44 and D45,
colored black. (C) Ribbon diagram of hen egg white lysozyme,
complexed with tri-N-acetyl-chitotrioside [(NAG)3] (PDB file
1HEW). Residues R14 and H15 are blue and magenta, respectively,
and their side chains are displayed in stick representation. Loop
C-D (residues 100-107) is cyan. (NAG)3 is gray and displayed
in stick representation. (D) Ribbon structure of Cdc42Hs‚GDP
complex (PDB file 1AJE). Residue F28 is blue, and its side chain
is displayed in stick representation. The GDP binding site is
indicated.
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colleagues measured backbone dynamics parameters for the
GDP-bound (inactive) forms of wild-type Cdc42Hs and the
F28L mutant.118,152The mutant displayed increased flexibility
relative to the wild-type protein at residue 28 itself, in
addition to increased motion within the loops comprising
the nucleotide-binding site. On the whole, however, the order
parameter profile remained quite similar between wild-type
and mutant proteins, suggesting that increased GDP cycling
of the F28L mutant is related, at least in part, to confined
dynamic effects and leading the authors to conclude that local
changes in flexibility of a ligand-binding region can alter
entire signaling processes of a protein. Considering the
importance of related GTPases in numerous signaling
pathways, this result may have rather widespread signifi-
cance.

In summary, although the functional role of backbone
dynamics remains obscure for many proteins, careful com-
parisons between the functional and dynamical properties
of protein mutants are beginning to reveal influences of
dynamics on binding affinity and specificity, protein stability,
and catalytic function. These initial results should encourage
future investigations in other systems.

4.4 Effects of Temperature and Pressure
Although most previous studies of backbone dynamics

have been conducted at a single temperature and pressure,
there have now been several investigations into how these
physical parameters influence fast protein motions. As
discussed in section 3.7, the temperature dependence of order
parameters can be interpreted in terms of the conformational
heat capacity (Cp,conf) of the protein. Both protein unfolding
and many binding events are accompanied by substantial
changes in the heat capacity of the system. In general, the
major contribution to these changes is the hydrophobic effect;
burial of hydrophobic surface area releases ordered water
from these surfaces, giving rise to negative heat capacity
changes. However, changes in the intrinsic motional land-
scape of the protein could also contribute to heat capacity
changes. Studying the temperature dependence of internal
dynamics may provide important insights in this regard.

As temperature is increased the internal motions of proteins
also increase. The magnitude of this increase can be
expressed in terms of either the conformational heat capacity
(Cp,conf) or a characteristic temperature (T*), with Cp,conf and
T* being inversely related (see section 3.7). For the sake of
consistency, the following discussion is stated in terms of
Cp,conf, even in cases for which the original analysis was
presented with respect toT* calculations.

Relationship between Conformational Heat Capacity and
Protein Stability. The free energy of protein unfolding is
related to the unfolding enthalpy (∆Href) and entropy (∆Sref)
at some reference temperature (Tref) and the heat capacity
of unfolding (∆Cp, assumed to be independent of tempera-
ture) by the equation96

The unfolding of proteins is typically accompanied by an
increase in heat capacity that is approximately proportional
to the nonpolar surface area exposed upon unfolding.97

Consequently, the unfolding free energy profile has a
downward curve as shown in Figure 12. Decreased values
of ∆Cp reduce the curvature of the free energy profile,

leading to high stability at both high and low temperatures,
that is, increased melting temperatures (Tm) and decreased
cold denaturation temperatures (Tc).

Palmer and colleague’s study of the backbone dynamics
of E. coli ribonuclease H (RNase H) at 12, 27, and 37°C
was the first NMR dynamics study to examine the effects
of temperature upon fast protein internal motions.102 In this
study, order parameters and conformational exchange terms
both decreased with increasing temperature, whereas internal
correlation times remained invariant to changes in temper-
ature. The magnitudes of changes in order parameters were
observed to be structure-dependent, with the apparent con-
formational heat capacities decreasing in the order C terminus
> loops > secondary structure. In a subsequent backbone
dynamics study of the Ca2+-saturated E140Q mutant of the
C-terminal domain of calmodulin, Evenas and colleagues also
observed that apparent conformational heat capacities were
significantly lower in well-ordered regions and elements of
secondary structure elements compared with flexible regions
such as the termini and loops.101 Spyracopoulos et al. have
noted similar weak temperature dependencies of order
parameters and low heat capacities for regions of secondary
structure in the protein troponin C.153 Two further examples
of this trend were observed by Yang and co-workers, who
examined the temperature dependence of order parameters
for both folded and unfolded states of staphylococcal
nuclease (SNase) and the N-terminal SH3 domain from drk
(drkN SH3).100 Both proteins exhibited considerably smaller
backbone conformational heat capacities in the folded state
compared with unfolded state. All of these studies indicate
that the conformational heat capacities of folded proteins are
lower than those of the unfolded states. Thus, the increase
in conformational heat capacity upon unfolding makes some
contribution to the total positive heat capacity change,
increasing the curvature of the free energy profile and
limiting the stability of the protein at extreme temperatures
(Figure 12).

In contrast to the above cases, there have now been several
observations of proteins in which the apparent conformational
heat capacities of secondary structure regions are comparable
to those of loops and termini. Our laboratory analyzed the
dynamics of a small (56 residue), thermostable (Tm ∼ 89

∆G ) ∆Href - T∆Sref + ∆Cp[T - Tref - T ln(T/Tref)]

(41)

Figure 12. Simulations showing the relationship between∆GN-U
and temperature (°C) for varying∆Cp values.∆GN-U values were
simulated using eq 41 and values of∆H ) 45 kcal mol-1 and
∆S) 120 cal K-1 mol-1 at a reference temperature of 25°C; ∆Cp
values are 0.5 (top), 0.6, 0.7, and 0.8 (bottom).
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°C) globular protein, the B1 domain of protein G, at six
temperatures over the range from 0 to 50°C.72 Secondary
structure elements as well as loops and termini exhibited heat
capacity values similar to those measured in unstructured
regions of RNase H, SNase, and drkN SH3. Subsequently,
Vugmeyster and co-workers examined the backbone dynam-
ics of the thermostable helical subdomain, HP36, from the
F-actin-binding headpiece domain of chicken villin, at five
temperatures ranging from 2 to 32°C, finding that the heat
capacity was near maximal in the folded state.103 Finally,
Pawley and colleagues studied the temperature dependence
of backbone dynamics in outer surface protein A (OspA)
from the Lyme disease bacteriumBorrelia burgdorferi.154

Again, they observed high conformational heat capacities
in this folded protein, including in the unique single-layer
â-sheet structure of OspA. The high conformational heat
capacities in the folded states of these three proteins will
tend to minimize the∆Cp values for protein unfolding.
Consequently, the stability profiles will have decreased
curvature, leading to stabilization of these domains at extreme
temperatures. Therefore, one possible strategy to attain high
thermal stability is evolution of a structure that has a high
intrinsic conformational heat capacity, that is, that can
accommodate increased thermal fluctuations without sub-
stantial disruption of the native fold. In this situation,
increasing the temperature leads to an increase in the
conformational entropy of the native state, hence stabilizing
the native state relative to a protein with lower conforma-
tional heat capacity.

Despite the above suggestions that conformational heat
capacity contributes to overall protein stability, it is important
to point out that the motions observed in these studies of
backbone15N-1H amide bond vectors represent only one
aspect of the conformational heat capacity in proteins. For
example, in a study of a calmodulin bound to a peptide from
myosin light chain kinase over the temperature range of 15-
73 °C,155 Lee and co-workers found that the sensitivity of
backbone amide order parameters to temperature was
substantially smaller and less variable than the sensitivity
of side-chain methyl group order parameters. Furthermore,
in a comparison between backbone dynamics as probed
through measurements of15N-1H amide and13CO-13CR
bond vector relaxation, Wang and colleagues found that15N-
1H vector order parameters decreased by∼2.5% over a
temperature range of 5-30 °C, whereas13CO-13CR vector
S2 values decreased by 10% over the same temperature
range.95 The authors concluded that protein backbone motions
activated at room temperature are not always sensed by the
amide bond vector, and additional NMR relaxation experi-
ments are necessary for a more complete estimation of
protein backbone motions. Clearly, additional temperature
variation studies are needed to explore the conformational
heat capacities of proteins in more detail.

ActiVation Energies for Fast Internal Motions.In an
interesting recent study, Idiyatullin et al. investigated the
temperature dependence of both order parameters and internal
correlation times in the B1 domain from protein G in the
range of 5-50 °C.156 An internal motional activation energy,
Ei, for each amide bond vector was derived from the
temperature dependence of the internal correlation time.
Residues with the highestEi values were all involved in
hydrogen bonding and were concentrated in one region of
the protein, generally facing toward the hydrophobic core.
The conformational heat capacities obtained in this study

were slightly higher than those reported previously for the
same protein,72 but discrepancies were attributed to an
increase in the number of relaxation parameters acquired and
the use of different approaches to analyze relaxation data.
Nevertheless, both studies agreed that the heat capacities of
secondary structure regions were high in comparison to the
early studies discussed above. Interestingly, heat capacity
values were found to correlate with amide bond activation
energies and bothCp andEi values correlated with the free
energies for transient exposure of NH groups within the
folded B1 domain, derived from H-D exchange measure-
ments. These observations suggested that the response of the
fast time scale motions to temperature may be related to the
mechanism that dictates opening of NH group hydrogen
bonds and H-D exchange, even though the latter occur on
a much slower macroscopic time scale.

Relationship between Conformational Heat Capacity and
Ligand Binding. Although most temperature variation studies
of protein dynamics have focused on only one form of the
protein, usually the unligated form, two recent studies have
investigated whether conformational heat capacity changes
upon ligand binding. The potential importance of confor-
mational heat capacity in controlling ligand binding is
analogous to its role in dictating protein folding (eq 41 and
Figure 12). A decrease in the heat capacity term upon binding
would tend to destabilize the complex at extreme tempera-
tures. Kovrigin and co-workers characterized the temperature
dependence of the backbone dynamics of bovine pancrea-
tic ribonuclease A (RNase A) in the free form and bound
to the inhibitor 5′-phosphothymidine(3′-5′)pyrophosphate
adenosine 3′-phosphate (pTppAp).111 Although both the free
and inhibitor-bound RNase A displayed decreased order
parameters as the temperature increased from 21 to 38°C,
the temperature dependence ofS2 values for both states
indicated no significant contribution to the∆Cp for the
protein-ligand interaction. Nevertheless, changes in the
apparent conformational heat capacities were observed for
individual residues, indicating that there is a redistribution
of backbone energetics upon RNase A binding to pTppAp.

In a contrasting study, Krizova et al. observed a slight
decrease in the apparent backbone conformational heat
capacity when the mouse major urinary protein-I (MUP-I)
binds to a pheromone.135 This negative contribution to the
∆Cp of binding corresponds with the large, negative overall
heat capacity for pheromone binding by MUP-I, although
the dominant factor in this overall heat capacity is likely to
be hydrophobic association. The latter study utilized a novel
approach in which the order parameters and characteristic
temperatures were obtained simultaneously through global
analysis of the multiple-temperature data.

Much work remains to be done to understand the possible
roles of conformational heat capacity in regulating the
thermodynamics of protein-ligand binding. As with the
above studies of protein stability, this component of binding
thermodynamics may be particularly significant in interac-
tions from thermophilic species.

Pressure Dependence of Dynamics. To date, a single study
has examined the influence of pressure upon fast time scale
internal motions of protein backbones. Sareth and co-workers
compared the backbone dynamics of BPTI at 30 and 2000
bar.157 With the exception of small, isolated changes inR2

values, no significant changes were observed in relaxation
or order parameters with increasing pressure. Initially expect-
ing the compaction of BPTI as a result of increased
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pressure177-179 to cause decreased mobility of amide bond
vectors, the authors rationalized their results as follows. Both
1H and15N chemical shifts were observed to change linearly
and reversibly with pressure between 1 bar and 2 kbar,177-179

indicating that no major conformational change, such as
protein denaturation, occurs in BPTI structure at 2 kbar, but
instead there are very slight changes in the population
distribution within the same native ensemble. The authors
proposed that the local conformational changes could be
approximated as linear functions of pressure, suggesting that
the local compressibility and hence the variations in local
volume are pressure-independent. The pressure-independent
fluctuations in volume are proposed to be the basis for the
insensitivity of fast time scale backbone motions to increasing
pressure.

4.5. Long-Range Effects and Correlated Motions
In the above sections on the effects of mutations and ligand

binding we have noted several cases in which these perturba-
tions have induced changes in the internal dynamics of a
protein at positions distant from the mutation site or binding
site. These situations deserve special attention because they
could provide insights into the underlying networks of
interactions that control the energetics of the protein (con-
formational entropy and fold stability) and the transmission
of functional information (allostery).13 Below we discuss
several studies in which long-range dynamical perturbations
have been observed, discuss the possible general mechanisms
for these effects, and outline some recently developed
strategies to elucidate these mechanisms.

Long-Range Effects upon Ligand Binding. Several of the
cases in which ligand binding has induced distant dynamical
changes have involved the binding of enzymes to substrate
or product analogues or to inhibitors. One interesting example
is that of dihydrofolate reductase (DHFR), for which Osborne
and co-workers have examined three ligand-protein com-
plexes: (1) DHFR and the substrate analogue, folate
(E:folate); (2) DHFR, folate, and the cofactor 5,6-dihy-
droNADPH (E:folate:DHNADPH); and (3) DHFR, folate,
and the oxidized cofactor NADP+ (E:folate:NADP+).180 The
backbone dynamics of E:folate and E:folate:DHNADPH,
referred to as “occluded” complexes, were essentially the
same with the exception of small changes in order parameters
for residues near the folate-binding site. On the other hand,
the “closed” E:folate:NADP+ complex exhibited significant
changes in dynamics compared with the occluded complexes
(Figure 13). In most cases, changes in dynamics parameters,
such as those observed in the Met20 and F-G loops, could
be rationalized in terms of conformational changes between
complexes. However, the adenosine binding loop, which is
>18 Å away from regions of conformational change,
displayed slower subnanosecond motion (τe terms needed
to fit the relaxation data for a larger number of residues) in
the E:folate:NADP+ complex. The authors noted that mo-
tional coupling between residues of the adenosine-binding
site and regions surrounding the substrate-binding site
has been observed in molecular dynamics simulations as
well as ensemble-based computer modeling studies of
DHFR,181,182 thus providing additional support for a long-
range network of interactions between the adenosine-binding
loop and the active site. A recent review by Schnell et al.
summarizes the dynamics of DHFR on a variety of time
scales.183

Another dynamics study probing the long-range effects
of substrate binding is the investigation of human lysozyme

binding to the substrate analogue, tri-N-acetyl-chitotrioside
[(NAG)3] by Mine and colleagues.127 In this study, residues
remote from the active site at the C-terminal region of the
enzyme displayed both significantly increased and decreased
order parameters, suggesting to the authors that the internal
motions of the enzyme are closely linked to substrate binding.

Several examples have been described in which binding
of inhibitors to enzyme active sites induced changes in the
dynamics distant from the active site. Upon binding of the
competitive inhibitorcis,cis-muconate to the enzyme 4-oxalo-
crotonate tautomerase (4-OT), residues in direct contact with
the inhibitor as well as numerous residues outside the active
site exhibited both increases and decreases in order param-
eters.123 Of the nonactive site residues, six showed decreased
flexibility and two showed increased flexibility. In particular,
significant changes in order parameters upon inhibitor
binding were observed in the distantâ1-strand, which forms
part of the 4-OT dimer interface. Here a pattern of increases
and decreases in order parameters was observed in which
backbone amide groups participating in intersubunit hydrogen
bonds showed decreased order parameters (increased mobil-
ity) and amides participating in intrasubunit hydrogen bonds
showed increased order parameters (decreased mobility),
suggesting to the authors that inhibitor binding tightened
intrasubunit interactions at the expense of remote intersubunit
interactions. Yun and colleagues obtained similar results from

Figure 13. Ribbon diagram of dihydrofolate reductase showing
the location of regions in which there are enhanced motions on the
picosecond/nanosecond time scale in (a) the occluded E:folate
binary complex and (b) the closed E:folate:NADP+ complex. The
ribbon is color coded to indicateS2 value: blue,S2 > 0.8; orange,
0.71< S2 < 0.8; red,S2 < 0.70. The radius of the ribbon is also
increased to reflect the decrease inS2 values. Bound folic acid and
NADP+ are green and yellow, respectively, and displayed in stick
representation. Reprinted with permission from ref 180. Copyright
2001 American Chemical Society.
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their study of the backbone dynamics of free and steroid
inhibitor-bound∆5-3-ketosteroid isomerase (KSI).132 Upon
binding 19-nortestosterone hemisuccinate (19-NTHS) resi-
dues in theâ4-strand exhibited decreased flexibility in
contrast to the remainingâ-sheet strands (â3, â5, andâ6),
which all increased in mobility. Whereas some regions of
the â4-â6 â-sheet come in direct contact with 19-NTHS,
other regions of the sheet are rather remote from the steroid
inhibitor, suggesting some long-range transmission of dy-
namics changes. Yun and co-workers have likened the
contrasting increases and decreases inâ-strand order pa-
rameters of KSI to those changes observed in 4-OT upon
inhibitor binding; proposing that binding of 19-NTHS causes
increased mobility in the intersubunit region of KSI. A third
enzyme-inhibitor study is the reduced spectral density
mapping analysis by Davis and Agard ofR-lytic protease
(RLP) binding to the competitive inhibitorN-tert-butyloxy-
carbonyl-Ala-Pro-boroVal.142 Residue I172, which is>10
Å away from the inhibitor, displayed significant changes in
J(0) upon inhibitor binding. Interestingly, this residue was
implicated by a previous scanning alanine mutagenesis study
as a distant, but key, modulator ofRLP activity,184 leading
Davis and Agard to propose that I172 could be dynamically
coupled as well as functionally coupled to the substrate
binding pocket ofRLP. Finally, Sahu and colleagues have
examined the backbone dynamics of the ribonuclease bar-
nase, both free and in complex with the protein inhibitor
barstar. They observed an overall increase in average order
parameters upon inhibitor binding but noted significant
decreases in order parameters of five residues.122 Of these,
four are located at or near the binding interface, but one
residue, D22, which displayed a decrease in order parameter
between the free and bound forms, is located on the face of
the protein opposite that of the ligand-binding site.

In addition to the above enzyme-ligand complexes, ligand
binding to noncatalytic proteins can also induce distant
changes in protein dynamics. For example, Olejniczak and
colleagues have observed changes in backbone dynamics of
the phosphotyrosine-binding domain of the insulin receptor
substrate 1 when complexed with a tyrosine-phosphorylated
peptide derived from the interleukin 4 (IL-4) receptor.117

Upon binding the peptide, several residues that are not in
direct contact with the peptide became more motionally
restricted. In particular, residues in the loop betweenâ3 and
â4, located on the opposite side of the protein from the
peptide-binding site, exhibited increases in order parameters
and internal correlation times, leading Olejniczak and co-
workers to propose that reductions in mobility were a result
of indirect contacts with the IL-4 peptide mediated by
adjacent loops andâ-strands.

Finally, metal ion-binding can also cause long-range
changes in protein backbone dynamics. Probably the best
characterized case is that of the calcium-binding protein,
calbindin D9k (Figure 14).136,137,170Calbindin D9k is a small
protein that contains a pair of calcium-binding EF-hand
motifs and is involved in the intracellular buffering of
calcium ions. The Chazin group has analyzed the differences
between the apo form, the half-saturated form in which a
cadmium ion is bound in site II [(Cd2+)1], and the calcium-
saturated state [(Ca2+)2]. Four residues in calcium-binding
loop II displayed increased order parameters upon cadmium
binding to site II and calcium binding to sites I and II.
Binding of a Cd2+ ion to site II also caused a slight reduction
in flexibility in the remote site I. In addition, two residues

in the C-terminal region of the protein demonstrated de-
creased flexibility in the (Cd2+)1 and (Ca2+)2 states as
compared with the apo state, despite the lengthy distance
from either binding sites I or II.136,170In a more recent study,
the same group examined the dynamics of the site I half-
saturated [(Ca2+)1] form of a N56A calbindin mutant.137 They
observed that Ca2+-binding to site I in the N56A mutant
reduces the mobility of both Ca2+-binding motifs (i.e. site I
and II) compared with the apo state, and that the reduction
of flexibility at the remote site II is very dramatic. If these
changes are analyzed in terms of contributions to backbone
conformational entropies, it becomes apparent that over half
of the total conformational entropy change for site II occurs
upon occupation of the first binding site, i.e., prior to Ca2+-
binding to site II itself. Chazin and colleagues have hypoth-
esized that the long-range structural and dynamic changes
induced by binding of the first Ca2+ ion lowers the free
energy cost for subsequent structural reorganization during
the second binding step, hence providing a mechanistic
explanation of the observed cooperativity of calcium binding.
Similar results were demonstrated in a dynamics study of
the EF-hand containing regulatory domain of human cardiac
troponin C (cTnC) in the apo and Ca2+-saturated states.138

Spyracopoulus and co-workers observed that upon Ca2+-
binding to the functional site II, flexibility decreases to a
similar extent in both site II and the nonfunctional site I.
Despite the fact that only site II is functional and thus a
cooperative Ca2+-binding mechanism between sites I and II
is not observed, the finding that both sites of cTnC are
dynamically coupled is consistent with the observed long-
range, site-site dynamic communication effects observed
in calbindin D9k. Together, such results suggest that changes
in dynamics may be a conserved mechanism for regulating
cooperative Ca2+-binding in EF-hand proteins. A recent
review by Kern and Zuiderweg discusses the roles of both
fast and slow time scale motions in allosteric binding.13

Figure 14. Ribbon diagram of calbindin D9k (PDB file 2BCA).
The N-terminal (left) and C-terminal (right) EF-hand motifs are
orange and green, respectively, with the calcium-binding loops
within these motifs red and blue, respectively. Atoms involved in
calcium coordination are shown in stick representation. For residues
A14, E17, D19, and Q22 (site I) and E60 (site II), coordination
occurs through backbone carbonyl groups, whereas for residues E27
(site I) and D54, N56, D58, and E65 (site II), coordination utilizes
side-chain functional groups. The linker between the two EF-hand
motifs is yellow.
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Long-Range Effects upon Domain-Swapping. 3D domain
swapping of proteins involves the interconversion between
monomeric and twofold symmetrical dimeric forms of a
protein. The monomer is defined to consist of two “domains”
(a “domain” can mean any individual structural element or
group of elements) that are packed against each other. In
the dimer, the first structural element of one monomer packs
against the second structural element of the other monomer
and vice versa, such that each half of the dimer has a structure
almost identical to that of the monomer alone; the only
difference is typically in the linker between the two domains.
Therefore, the observation that dynamics of the monomer
and the dimer are different in a region distant from the linker
can be viewed as the transmission of dynamic information
from the linker to the remote region. Precisely this type of
effect has been observed by Japelj and co-workers for the
cysteine protease inhibitor, stefin A (Figure 15).185 Under
native conditions stefin A forms a monomer. Under desta-
bilizing conditions (high temperature, low pH, chemical
denaturant), however, stefin A forms a domain-swapped
dimer in which one domain consists ofâA, R-helix, andâB
of one subunit andâC, âD, and âE of the other subunit.
Upon dimer formation, residues remote from the domain
linker exhibited changes in dynamics (Figure 15). In
particular, residues in the first half of the second binding
loop (betweenâD andâE) as well as the last residue in the
second half of the loop and the first residue inâE all
displayed decreased order parameters relative to the mono-
meric state. Notably, in the dimeric stateâ-strands D and E
comprise one subunit and do not appear to undergo the
conformational change experienced by elements of the
protein at the domain-swapping interface (near the linker).

Possible Mechanisms of Long-Range Dynamic Effects. All
of the above examples beg the following question: how does
the perturbation (ligand binding or domain swapping) give
rise to changes in dynamics at remote positions in the
protein? There are several possible mechanisms. First, the
perturbation could induce a conformational change of the
protein, including the remote region, so the dynamical change
could merely reflect this structural difference. In this case,
it is difficult to attribute any functional outcome to the
dynamical change as opposed to the change in average
conformation. A second possibility is that the perturbation
induces a conformational change of residues located at and/
or near the site of perturbation, leading to a modification of
the strength of their interactions with residues located
between the perturbation site and the remote residues
(“intervening” residues). This change in the environment of
the intervening residues could thus change the energy
landscape and structural restraints of the remote residues,
resulting in changes in their dynamic properties. Finally, it
is possible that the perturbation does not induce any change
in the average structure of the protein but instead affects the
dynamics of residues both at the perturbation site and at the
remote site. The intervening residues would be expected to
undergo changes in their interactions with both the perturbed
and remote residues and possibly changes in their own
dynamic properties. Separating these possible mechanisms
is extremely difficult and will require careful comparisons
of both the structures and dynamics of several forms of the
same protein, preferably without large conformational changes
between the different forms. Below we highlight two recently
developed approaches for probing the mechanism of dynami-
cal communication across protein domains.

Comparison of Dynamical Changes to Statistical Coupling
Energies. Fuentes and co-workers have investigated the effect
of peptide binding upon the dynamics of a PDZ (postsynaptic
density-95/discs large/zonula occludens-1) domain and com-
pared their results to statistical coupling energies obtained
by analysis of the PDZ domain sequence database; the
coupling energies are essentially a measure of the degree to
which pairs of residues have covaried throughout the
evolution of the domain family.186 Peptide binding to the
second PDZ domain (PDZ2) of human protein tyrosine
phosphatase 1E (hPTP1E) caused small structural changes
and only small changes in the fast time scale backbone
dynamics. However, substantial changes were observed in
the fast dynamics of side-chain methyl groups and in slow
time scale backbone dynamics.187 The residues with altered

Figure 15. (a) Tertiary structure of stefin A dimer. Homodimer
consists of two symmetrical subunits depicted in different shades,
which are connected with a short linker region. One domain consists
of strand A,R-helix, and strand B of one subunit and strands C, D,
and E of the other subunit. (b) Worm structures for the stefin A
monomer (left) and the stefin A dimer (right). The worms are color-
coded according to measuredS2 values as indicated in the figure.
The widths of the worms are proportional to (1- S2). Reprinted
with permission fromComparison of Backbone Dynamics of
Monomeric and Domain-Swapped Stefin A, Japelj et al. Copyright
2004 Wiley-Liss.
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dynamical properties were located in two distinct regions of
the domain, each forming a continuous van der Waals surface
and each at least 9 Å away from the nearest residue in the
peptide ligand. Similarly, mapping the statistical coupling
energies onto a representative member of the PDZ domain
family indicated that residues with large coupling energies
form a continuous pathway of van der Waals interactions
linking distant regions of the domain to the peptide-binding
face. The correspondence between those residues undergoing
changes in dynamics upon peptide binding with those
residues exhibiting energetic couplings led Fuentes and co-
workers to propose that changes in protein dynamics upon
ligand binding may serve to identify long-range effects that
are of significance in terms of protein evolution and hence
function. Additionally, the authors proposed that fast time
scale dynamics may serve as a mechanism for the propaga-
tion of long-range energetic signals in the PDZ domain as
well as other protein folds. Although the results of this study
were of most interest with regard to side-chain dynamics,
the novel approach of combining NMR-derived dynamics
data and statistical coupling analysis can also be applied to
backbone data and so has implications for understanding the
long-range propagation of backbone motions discussed
above.

CoVariation of Internal Protein Dynamics. We have
recently proposed an alternative experimental approach for
mapping the pathways of dynamical communication in
proteins.148,174The method involves analyzing the covariation
of dynamics for each pair of bond vectors among several
different perturbed states of a protein, for example, different
ligand complexes, different mutants, or different chemical
or physical conditions. Consider two bond vectors in the
protein having motions that are coupled to each other; one
bond vector might directly sense the motions of the other,
or they might both be coupled to the dynamical, structural,
or energetic properties of the same intervening residues. In
any of these cases, a perturbation that affects the motion of
one bond vector might be expected to also affect the motion
of the second bond vector. Among the several perturbed
states, one might therefore expect to observe a statistical
correlation between the dynamical properties of the two bond
vectors, indicating that they are coupled to each other. There
are two important criteria for the success of this approach.
The perturbations must be sufficiently severe to cause
measurable changes in the dynamics parameters, but they
must not be so strong as to disrupt the coupling mechanisms
between different pairs of bond vectors. Application of this
approach to 10 mutants of the B1 domain of protein G
revealed a slightly higher level of covariation of backbone
amideS2 andτe values than would be randomly expected,
thus supporting the existence of a network of coupled
motions within this domain (Figure 16).148 Side-chain methyl
group motions were even more weakly correlated,174 indicat-
ing that the coupling might be mediated through the protein
backbone.

The results of the covariation method have potential
implications for the estimation of residual entropy in proteins.
If the motions of two bond vectors are truly correlated
(synchronized), as discussed in section 5.5, one would expect
to see significant covariation of the dynamics parameters for
these two bond vectors in response to a series of protein
perturbations, as long as the perturbations are strong enough
to influence the dynamics of each bond vector. Therefore, a
significant change in dynamics of one vector and a lack of

covariation with the dynamics of a second bond vector would
indicate the absence of strongly correlated motions between
these two vectors. In this sense, the observation that there is
only very weak covariation of dynamics in the B1 domain

Figure 16. Covariation of backbone dynamics in 10 mutants of
the B1 domain from protein G. (A) Ribbon diagram of the B1
domain of protein G. Regions with the highest prevalence of
correlated dynamics are shown in orange,â2-strand; red,R-helix;
cyan, extended loop; and blue,â3-â4 turn. The guest position
(residue 53) is black. (B) Structural distributions of dynamical
covariations. The color map shows the strengths of the observed
correlations (r values) for each pair of residues. Data forS2

covariations are above the diagonal, whereas those forτe correlations
are below the diagonal. Black boxes indicate positions of the
structural elements for which correlated changes in dynamics are
most prevalent: the secondâ-strand (residues 11-19), the first∼3
turns of theR-helix (residues 22-33), the extended loop (residues
36-42), and theâ3-â4 hairpin turn (residues 45-51). The
positions of secondary structure elements are indicated at the top
and on the right as solid or open bars (â-strands andR-helix,
respectively). Reprinted with permission fromNature (http://
www.nature.com), ref 148. Copyright 2003 Nature Publishing
Group.
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suggests that the motions of most bond vectors are predomi-
nantly independent of rather than correlated with the motions
of other bond vectors. This provides increased confidence
in the estimation of conformational entropy from order
parameters.

5. Summary and Future Directions
Over the past 15 years, there has been a dramatic increase

in our knowledge of the internal motions of proteins,
primarily driven by the availability of1H-detected NMR
methods for the detection of15N and 13C relaxation in
proteins. Many studies of backbone dynamics have been
performed as extensions of NMR-based structure determina-
tions, allowing a more complete picture of the proteins’
structural ensembles. In addition, there has been increasing
interest in understanding the roles that the internal motions
play in determining the stabilities and activities of proteins.
In the following sections, we briefly summarize the past
achievements and discuss possible directions for future
studies that will shed light on the functional consequences
of protein dynamics.

5.1. Role of Dynamics in the Thermodynamics of
Ligand Binding

Perhaps the most consistent theme to emerge from the
many past studies is thatthe fast backbone dynamics of a
protein almost always change upon binding to a ligand.
Binding of a ligand often reduces the mobility of backbone
groups in or near the binding site. This is consistent with
the classical “induced fit” binding model and indicates that
there is an entropic cost associated with formation of the
optimal binding interactions. In contrast, binding of ligands
can sometimes increase the mobility of backbone groups.
When these groups are outside the primary binding site, the
increased flexibility may compensate for entropic losses of
other groups at the binding site. Alternatively, in a few cases
involving predominantly hydrophobic binding sites, the
binding site itself has been found to become more flexible,
suggesting that binding is driven in part by enhanced
conformational entropy. A corollary of the proposal that
changes in dynamics can influence affinity for a particular
ligand is that changes in dynamics upon binding to different
ligands can affect the relative affinities and hence the binding
specificity of the protein. Although the evidence for a
relationship between specificity and dynamics is more
limited, it has been proposed that low specificity can be a
consequence of a protein maintaining binding site flexibility
even in the bound state120 or of a protein undergoing induced
fit binding to more than one ligand.124

Although there is now little doubt that dynamics can
influence binding affinity, the magnitude of the effect
remains a matter of debate. Calculation of conformational
entropy under the assumption that all measured bond vectors
are completely independent91-93 can yield estimates in excess
of 10 kcal mol-1,134 enough to change the binding constant
by >7 orders of magnitude. Correlation of motions between
the measured bond vectors will decrease the conformational
entropy of each state and hence will also decrease the entropy
difference between the two states. Moreover, the degree to
which motions of different bond vectors are correlated could
change upon binding, causing a possible increase or decrease
in the entropy difference. In addition, it is important to
recognize that the measured bond vectors are usually a small

fraction of all the bond vectors in the molecule, so the
reported entropy changes disregard the motions of the
additional bond vectors and any correlations between them
or between the measured and nonmeasured vectors. Added
to the facts that order parameters are insensitive to transla-
tional motions, rotational motions slower than about a
nanosecond or rotations around the measured bond vector,
and that the physical details of the motions are not revealed
by the NMR data, the cumulative uncertainties in reported
conformational entropies are enormous. Nevertheless, the
current data suggest that changes in conformational entropy
upon binding may well be large enough to influence binding
constants and to make the difference between high and low
binding affinity.We are left with the dilemma that theoretical
estimation of binding affinities without taking conformational
entropy into account is almost certain to yield incorrect
answers, yet currently we do not know how to obtain
confident estimates of conformational entropy.

The above considerations highlight one of the most
important questions for future dynamics investigations:How
can one obtain a more accurate determination of the change
in conformational entropy when a protein binds to a ligand?
One obvious step is to measure the dynamics of more bond
vectors throughout both the backbone and side chains of the
protein (in free and bound states). An additional experimental
approach, pioneered by Zuiderweg and colleagues,188-190 is
to measure the relaxation of multiple bond vectors that are
affected by rotations around different but overlapping groups
of axes. For example, motions of N-H and CR-CO bond
vectors are both influenced by rotation around the intervening
peptide bond, but each is also influenced by rotation around
the other bond vector but not around itself. Combined
analysis of the relaxation data can provide an improved
physical description of anisotropic bond vector motions,189,190

which could assist in the selection of appropriate relationships
between order parameters and entropy. Although extension
of this approach to characterizing additional backbone and
side-chain motions is technically achievable, it would require
a large amount of primary data for each form of the protein
studied. Consequently, the data collection time required for
a thorough dynamics analysis of this type may not be much
different from the typical data collection time for a complete
structure determination. Moreover, even if such extensive
data were available, accurate determination of conformational
entropy would not be straightforward. One would still require
information about the extent and nature of motional correla-
tions, both between adjacent groups and across longer
distances. As discussed below, we imagine that theoretical
approaches such as molecular dynamics will play a leading
role in providing such information.

5.2. Role of Dynamics in the Thermodynamics of
Protein Folding

In addition to influencing the stability of protein-ligand
complexes, there is increasing evidence thatchanges in fast
backbone dynamics can affect the stability of the folded state
of a protein. In particular, mutations in the core or on the
surface of a protein can give rise to measurable changes in
the dynamics of the folded state, and the associated changes
in conformational entropy could have a measurable effect
on the folding stability of the protein. As in the case of ligand
binding, the accurate quantification of conformational entropy
is problematic, and the approaches discussed above may
improve this situation. However, understanding the influence
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of dynamics on folding free energy also requires information
about the dynamics of the unfolded state. Unfortunately, the
model-free approach is not applicable to unfolded proteins
because the overall and local motions are not well separated
and definition of global motions is not possible.191-193

Furthermore, the degree of motional correlation is likely to
change dramatically upon folding, presumably in the direc-
tion of increased motional coupling in the folded state. Thus,
there is a need for new methods for characterizing motions
of unfolded proteins, identifying motional correlations that
may exist in the unfolded state, and estimating the entropic
value of unfolded state motions.

The motions of a protein can influence stability not only
through their effects on conformational entropy but also by
affecting the heat capacity of the protein. As expected, the
motions of protein backbones increase with increasing
temperature. However, a more surprising observation is that
the magnitude of the change (i.e., the conformational heat
capacity) can vary both between different structural elements
within a protein and between different proteins. These
variations suggest a minor but possibly measurable influence
of conformational heat capacity on the thermal stability of
protein structures. However, there is currently little under-
standing of the features that control these variations in
temperature sensitivity. In addition, there is very little current
information about whether conformational heat capacity can
be substantially influenced by ligand binding and hence affect
the thermal stability of the resulting complex. Future
experimental and theoretical studies are needed in these areas.

5.3. Role of Dynamics in the Catalytic Activity of
Enzymes

One of the most intriguing and widely discussed aspects
of protein dynamics is that it could potentially affect the
catalytic efficiency of enzymes. However, despite the
substantial number of enzymes now studied by NMR
relaxation methods (see Table 10), progress toward establish-
ing a clear relationship between dynamics and activity has
been slow. In a few cases, mutations that influence catalytic
activity of enzymes also affect the dynamics of the enzyme
structure,126,142 suggesting that dynamics may play a func-
tional role. However, a major problem in interpreting results
of this type is that the mutations almost always affect the
average structure of the enzyme as well as its dynamics, so
the functional differences may be more a consequence of
the change in structure. Even when a change in average
structure occurs, there may still be changes in dynamics
(either coupled to or independent of the structural changes)
that influence catalytic function. Indeed, at some level,
distinguishing between changes in structure and dynamics
becomes meaningless because structures are merely ap-
proximations of complex dynamical systems.

Notwithstanding the aforementioned philosophical quan-
dary, to firmly establish a causal relationship between
dynamics and catalytic activity, it will be necessary first to
identify enzyme mutations (or other modifications) that do
not measurably affect the average structure of the active site
but do affect both active site dynamics and enzymatic activity
(turnover rate, Michaelis constant, product dissociation rate,
etc.). Next, one would need to modify the system (additional
or alternative mutations, substrate modifications, variations
in pH, temperature, etc.) and to observe a statistical correla-
tion between dynamics and activity, again ideally without
affecting the average structure. Identifying such a system

and picking the right mutations is very difficult, not least
because many enzymes are relatively large compared to
typical targets for high-resolution NMR relaxation studies.
One approach is to initially study an enzyme in the absence
and presence of an active site ligand (e.g., transition state
analogue) and to look for elements of the structure removed
from the active site that undergo changes in dynamics,
suggesting that they are energetically coupled to the active
site. Subsequent mutations at those remote sites might be
expected to influence the energetics of the active site through
the same coupling mechanism, so one could screen for
remote mutants that influence activity and then a subset of
those having active site structures that are the same as those
of the wild-type enzyme. In this light, the apparent dynamical
coupling between the adenosine-binding site and the substrate-
binding site of dihydrofolate reductase makes this enzyme
particularly promising for uncovering a functional role for
dynamics in enzyme activity.

5.4. Mechanisms of Dynamical Changes and
Long-Range Effects

Although there is now ample evidence that mutations and
ligand binding can alter the backbone dynamics of a protein,
the precise changes observed have not generally been
predicted or even successfully rationalized. Thus, we cur-
rently have little understanding of how a particular modi-
fication gives rise to the measured changes in order
parameters or correlation times. This is particularly evident
for systems in which changes in flexibility are observed
at positions distant from the binding site or mutation
site.117,122,123,127,132,137,138,142,180,185,187As the functional roles of
protein motions become better established there will be an
increasing need to uncover these mechanisms. One obvious
approach is to again compare a series of mutants or ligands
and to monitor the influence of each on the resulting protein
dynamics. One potential difficulty in the case of long-range
effects is that there may be several alternative pathways
connecting the mutation or binding site to the remote site
for which the dynamics are observed to change. The
dynamics of the intervening residues might not be directly
affected by the mutation or the ligand, so modification of
these factors would not indicate the mechanism by which
distant residues are coupled to each other.

To investigate the mechanism by which a mutation induces
changes in dynamics at a distant position in the protein, it
would be possible to utilize the double-mutant strategy
outlined in Figure 17. In this approach, one hypothesizes
that an initial mutation at a position designated the guest
position (G) affects the dynamics at a remote site (R) by a

Figure 17. Schematic illustration of the double-mutant approach
for probing pathways of dynamic communication in proteins, as
discussed in the text.
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mechanism involving the side chain of an intervening residue
(I). Dynamics parameters for the remote residue would be
measured in four proteins containing either of two amino
acids [G1 (left structures) and G2 (right structures)] in
position G and two amino acids [I1 (top structures) and I2
(bottom structures)] in position I. If the side chain of amino
acid I influences the communication between positions G
and R, then the change in order parameter of R when amino
acid G1 is substituted by G2 with amino acid I1 at the
intervening position [∆S2(R)G1fG2,I1; top horizontal transi-
tion] should be different from the corresponding change when
amino acid I2 is located at the intervening position
[∆S2(R)G1fG2,I2; bottom horizontal transition]. Otherwise,
they should be identical (within error). A particular strength
of this approach is that, for each mutant, the dynamics of
many remote positions would be determined. Thus, the
double-mutant experiments would allow one to determine
the role of a particular intervening residue on dynamic
communication between the guest position and each of the
remote positions. An analogous thermodynamic cycle could
be used to analyze the mechanisms by which ligand binding
induces remote changes in dynamics. As with all mutational
studies, this approach will not reveal information about the
role of backbone groups in transmission of dynamic effects.

5.5. Energetic Coupling and Correlated Dynamics
A recurring theme in much of the above discussion is that

the dynamics at different positions in a protein may be
coupled to each other, potentially influencing the confor-
mational entropy of the protein, the transmission of changes
in motion across a domain, and the mechanisms of enzymatic
activity. Consequently, there is widespread interest in
identifying correlated dynamics between groups spread
throughout a domain. As discussed in section 4.5, the
comparison of dynamics changes with statistical coupling
energies,187 and the analysis of dynamic covariation among
mutants148,174 are starting to provide some insights into
possible dynamical coupling pathways. The application of
thermodynamic cycles as proposed above could also benefit
efforts in this area. However, none of these approaches
directly reveals whether the motions of two groups are truly
correlated (i.e., the groups are moving in synchrony) as
opposed to one group affecting the amplitude or frequency
of the other group’s motion without the motions on the two
groups being synchronous.

There are currently no experimental approaches that
unequivocally identify synchronous motions for groups that
are not directly adjacent to each other. On the other hand,
simulated molecular dynamics (MD) trajectories contain all
of the spatial detail required for mechanistic interpretation,
so they can be interpreted to reveal the motional covariation
between each pair of bond vectors in a protein, irrespective
of their proximity to each other.181 Importantly, such analyses
of MD data can be applied to all bond vectors in a molecule,
not only those that are easily observable by NMR. In
addition, the motions in the MD simulation could be
partitioned into translational and rotational components,
allowing an assessment of the entropy related to each type
of motion and also allowing the MD parameters describing
rotational motions to be compared to NMR-derived dynamics
data. Thus, it appears that analysis of MD data is the
preferred approach for the identification and quantification
of motional correlations in proteins.

Although MD simulations are extremely powerful, it
remains disconcerting that NMR-derived and MD-derived

order parameters often do not agree at a detailed level. For
example, the agreement between NMR and MD tends to be
quite good for the more rigid regions of proteins but not in
flexible elements such as loops.1,90,194-198 As discussed in
an excellent review by Case,90 part of the discrepancy is
attributable to the random and systematic errors that can
occur in the interpretation of the NMR data.90,199However,
the MD-derived order parameters may also contain both
random and systematic errors related to the limited duration
of the trajectory, the choice of starting structures, and the
force field itself.1,90,195,197-201 Consequently, there is a need
to carefully validate the fast time scale dynamic information
provided by MD simulations and possibly to develop more
accurate MD methods. NMR relaxation data should be
considered the benchmark for validating and calibrating such
improved methods, but this comparison should be performed
with full awareness of the limitation of both methods. To
improve confidence in the MD results, it may be beneficial
to compare MD trajectories for several forms (e.g., mutants)
of the same protein with experimental NMR dynamics data
for the same species. Although these studies may be labor-
intensive, they could have far-reaching consequences for
understanding the functional roles of protein motions.
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